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Preface

Writing a preface is possibly the hardest part of work on any book. It is here
that the authors present, in a relatively lighthearted fashion, its content and
place it in a scientific and historical context of the broad field of knowledge to
which it is relevant. So, let us start by explaining how this book came about,
what is in it, and why.

If one works for a long time on similar topics, then the results accumulate
and eventually reach a critical state in which the gaps left in theory are too
insignificant to justify separate papers but relevant enough not to be brushed
off with a notorious phrase: ‘It can be easily proved...’. At this stage one
can either move forward to explore new fields or rest for a while, playing
with the details of the theory. Quite often the choice is dictated by external
circumstances, as was the case with this book when one of the authors (J.B.)
was invited to spend two months as a Visiting Professor at the University of
Franche-Comté in Besançon and had to prepare a set of lectures. The idea that
materialized dates back several years when J.B. was plodding his way through
the rich folklore of transport theory, trying to match rigourous mathematics
with physically relevant applications. What he really needed then was a single
source that would combine mathematical tools of the trade with a guide to
how to use them in concrete models. This is an attempt to produce the book
that he would have liked to have had in his early days as a transport theorist
and we hope that we have succeeded in our endeavours. The completion of this
project, however, was possible only thanks to the expertise in kinetic theory
brought in by the second author (L.A.).

The book is intended to give a survey of relevant facts from functional
analysis, positivity theory, and theory of semigroups, presented at a not too
abstract but also not too superficial (we hope) level, together with many
proofs which are often difficult to find in the literature. On the other hand,
we discuss examples coming from the applied sciences, from population theory,
through fragmentation processes, to various aspects of linear transport theory,
emphasise the difference between the original model and its functional analytic
reformulation, which makes it tractable by techniques introduced in the first
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part, and explore consequences of this dichotomy with major focus on the
phase transitions and existence of multiple solutions.

Choosing a reasonable level of presentation is a daunting task as every
single scientist has a unique mix of theory and applications with which he
or she feels at ease. For instance, a pure mathematician strives to achieve a
theory which is of ultimate generality in a possibly most concise notation, and
a scientist applying mathematics as a tool does not want to read hundreds
of pages of possibly beautiful but hermetic theory to get to a single piece of
information needed in a particular problem. The authors of this book belong,
in their opinion, to the realm of applied mathematics and thus, whilst trying
to uphold mathematical rigour, they sacrificed generality to present results
which are readily applicable and indeed, applied them to concrete physical
problems. On the other hand, the proofs may seem to be too detailed, but
it was the intention of the authors to write this book as an aid rather than
a challenge. Certainly, only the reader can judge to what extent the authors
managed to strike the desired balance of analysis and its applications.

There are many ways of writing a book dealing with these topics. We have
chosen positivity as the main motive of our presentation. Without too much
exaggeration one can say that most of the ideas developed here were already
present in the seminal paper by Kato, [106]. It seems, however, that, especially
in analysis, they were largely forgotten, or used only in an ad hoc fashion, until
the late 1980s when positivity reemerged in the theory of semigroups thanks
to research by W. Arendt, C. Batty, R. Nagel, D. Robinson, and many others,
and on the other hand it was systematically applied in kinetic theory by people
such as J. Voigt, R. Beals, V. Protopopescu, C. van der Mee, and others.

Any book is a compromise between deadlines and our striving for perfec-
tion. Without deadlines no book would be ever possible, as any final version is
but a shadow of the Perfect Book existing in our minds and thus, by default, it
must be imperfect. This one is no exception, surely even more than we would
like to accept.

A number of results were obtained while writing the book and the proofs,
though to our best knowledge correct, did not have time to mature and become
really elegant because of deadlines. We sincerely apologize for it and pray for
readers’ understanding.

Due to time and space constraints we have left out many important topics
(still, in the original contract the book was supposed to have 250 pages).
The most important absentees are: long-time behaviour of solutions, spectral
theory, compactness methods, and links with the probabilistic approach to
similar problems. The main reason for not including these topics is that the
authors do not feel competent enough to discuss them at the level of a research
monograph. The first three are also well researched and easily accessible in a
number of books (see, e.g., [136, 79, 139, 134, 166]). Another great absentee is,
of course, nonlinear theory of the presented problems, though in many cases
the results proved in the book form a necessary linear foundation on which
the nonlinear theory can be based.
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What was left after several rearrangements can be summarized as follows.
Chapter 1 is really an extended preface in which we present a history and
an overview of semigroup theory and, using the birth-and-death system as an
example, explain the importance of the precise identification of the generator
of a semigroup. Chapters 2, 3, and 4 are the reference part of the book and
contain a survey of basic facts from functional analysis, the theory of positive
operators, and the theory of semigroups which are needed in the second, ap-
plied, part of the book. We have included proofs of several theorems which
we think are relevant for understanding the main results of the book as well
as numerous examples, the presence of which was suggested by the referees
to make the first part more readable. However, as mentioned earlier, we have
tried to avoid presenting any theory for its own sake and practically any re-
sult discussed in these chapters appears later in applications. Conversely, the
rationale behind including these chapters in the book was to make it as self-
consistent as possible so that the reader of the applied part does not have to
waste time going through several sources to find the meaning of a particular
phrase. For that reason we have made the references as detailed as possible.

Chapters 5 and 6 form the theoretical core of the book. In Chapter 5 we
present the perturbation results in which the positivity of semigroups and
of the perturbing operators plays an essential role in proving the generation
results. Chapter 6 is devoted to techniques that allow us to characterise the
generator by relating it to the maximal and minimal operators of the prob-
lem. This characterisation allows us to discuss later, among other things, the
physical relevance of the constructed semigroups.

Chapters 7 to 10 are devoted to applications of the theory to models com-
ing from concrete applications. In Chapter 7 we give a full description of the
dynamics of birth-and-death problems. Chapters 8 and 9 are devoted to a
similar analysis of fragmentation problems. Chapter 10 presents a detailed
analysis of the linear Boltzmann equation with external field with both clas-
sical and inelastic scattering kernels. This analysis is supplemented by an
exhaustive treatment of boundary value problems for a streaming operator.

The last chapter contains applications of the positivity theory to the analy-
sis of asymptotic limits of the singularly perturbed linear Boltzmann equation
describing an interplay between elastic and inelastic scattering of particles and
free streaming. The result is a challenging diffusion-kinetic equation, the anal-
ysis of which is possible by various positivity techniques.

No research is done in isolation and the research leading to this book is
not an exception. The first author was introduced to transport theory by J.
R. Mika, who invited him to Durban to work on asymptotic methods. Further
development, however, would not have been possible without interactions with
a vibrant community of Italian transport theorists of which the second author
is an active member. The contacts were initially possible thanks to V. Boffi
and generous grants from the Italian CNR but later ran their own course.
J.B. is very grateful for the warm hospitality of G. Frosali and A. Belleni-
Morante in Florence and G. Spiga in Parma and, together with the second
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author, they acknowledge a very fruitful collaboration with them. L.A. would
also like to thank G. Busoni of Florence who introduced her to kinetic theory.
Both authors acknowledge fruitful discussions with C. van der Mee of Cagliari
who pioneered using similar techniques for transport equations in the 1980s
and who was aware of many results presented here long before the authors.

The development of the theory also would not have been possible without
collaboration with W. Lamb from the University of Strathclyde in Glasgow
who exposed J.B. to the fragmentation equations which, being simpler than
the Boltzmann equation but still preserving its analytical structure, offered
much needed testing grounds for the ideas initiated in the early 1990s by L.A.,
developed later by J.B., and finalized jointly during a sabbatical visit of J.B.
in Udine. It was during this visit that the first idea of writing the book began
to emerge. One should also mention the joint work with M. Lachowicz of
the University of Warsaw which resulted in the abstract version of the Kato
generation theorem and the existence results for the birth-and-death type
systems, as well as with B. Lods of Turin who, together with L.A., developed
the ideas of the substochastic theory of boundary operators.

Finally, as mentioned earlier, a draft of the first few chapters was written
as a set of lecture notes for a course on substochastic semigroups when J.B.
was a Visiting Professor in Besançon, invited by M. Mokhtar-Kharroubi. A
number of people endured this course but special thanks go to L. Jeanjean
whose queries greatly improved the presentation of the first chapters of the
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Introduction

1.1 What the Theory of Semigroups Is All About

Laws of physics and, increasingly, also those of other sciences are in many
cases expressed in terms of differential or integro–differential equations. If one
models systems evolving with time, then the variable describing time plays a
special role, as the equations are built by balancing the change of the system in
time against its ‘spatial’ behaviour. In mathematics such equations are called
evolution equations.

Equations of the applied sciences are usually formulated pointwise; that is,
all the operations, such as differentiation and integration, are understood in
the classical (calculus) sense and the equation itself is supposed to be satisfied
for all values of the independent variables in the relevant domain.

The ideal situation of course is if, for a given equation, one can find an exact
solution in terms of elementary functions or quadratures as then the evolution
is given explicitly. Though a lot of effort is directed towards finding exact
solutions, because they are most welcomed by practitioners, the unfortunate
fact of life is that most of the really interesting equations cannot be treated
in such a way.

The way forward is to look at problems from a more general and abstract
perspective and, without trying to find solutions, determine whether they
exist, whether they are unique, and how they behave under perturbation of
data and for large values of time. Answering these questions serves at least as
a partial validation of the model and also provides a firm foundation for the
numerical analysis of the equation which eventually leads to answers requested
by practitioners.

This book is devoted predominantly to one particular way of looking at
the evolution of a system in which we describe time changes as transitions
from one state to another; that is, the evolution is described by a family of
operators, parameterised by time, that map an initial state of the system to
all subsequent states in the evolution. This leads in a natural way to the
theory of semigroups that has developed, in the last 50 to 60 years, into a
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very elegant piece of mathematics, almost complete in the linear case but
still presenting many interesting challenges in the nonlinear one. There are a
number of excellent presentations of this theory, both from pure and applied
points of view, ranging from the classical treatise of Hille and Phillips [100],
through [51, 54, 79, 82, 89, 128, 132, 141], to mention but a few.

To explain the theory of semigroups, let us consider the equation

∂

∂t
u(t, x) = [Au(t, ·)](x), x ∈ Ω

u(t, 0) =
◦
u, (1.1)

where A is a certain expression, differential, integral, or functional, that can
be evaluated at any point x ∈ Ω for all functions from a certain subset S.

If we are using a functional-analytic approach, then we have to place ev-
erything in some abstract space X which is chosen partially for the relevance
to the problem and partially for mathematical convenience. For example, if
(1.1) describes the evolution of an ensemble of particles, then u is the particle
density function and the natural space seems to be L1(Ω) as in this case the
norm of a nonnegative u, that is, the integral over Ω, gives the total number of
particles in the ensemble. It is important to note that this choice is not unique
but is rather a mathematical intervention into the model, which could change
it in a quite dramatic way. For instance, in this case we could choose the space
of measures on Ω with the same interpretation of the norm, but also, if we
are interested in controlling the maximal concentration of particles, a more
proper choice would be some reasonable space with a supremum norm, such
as, for example, the space of bounded continuous functions on Ω, Cb(Ω).

Once we select our space, the right-hand side can be interpreted as an
operator A : D(A) → X (we hope) defined on some subset D(A) of X (not
necessarily equal to X) such that x → [Au](x) ∈ X. With this, (1.1) can be
written as an ordinary differential equation in X:

ut = Au, t > 0,

u(0) = u0 ∈ X. (1.2)

The domain D(A) is also not uniquely defined by the model. Clearly, we
would like to choose it in such a way that the solution originating from D(A)
could be differentiated and belong to D(A) so that both sides of the equation
make sense. As we shall see, semigroup theory in some sense forces D(A)
upon us, although it is not necessarily the optimal choice from a modelling
point of view. Although throughout the book we assume that the underlying
space is given, the choice of D(A), on which we define the realisation A of the
expression A, is a more complicated thing. This problem is discussed in more
detail in the next section of the Introduction; here we briefly sketch ways of
solving (1.2).

In the theory of differential equations, one of the first differential equations
encountered is
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u′(t) = αu(t), α ∈ C (1.3)

with initial condition u(0) = u0. It is not difficult to verify that u(t) = etαu0

is a solution of Eq. (1.3).
As early as in 1887, G.P. Peano showed that the system of linear ordinary

differential equations with constant coefficients

u′
1 = α11u1 + · · ·+ α1nun,

...
u′

n = αn1u1 + · · ·+ αnnun,

(1.4)

can be written in a matrix form as

u′(t) = Au(t), (1.5)

where A is an n×n matrix {αij}1≤i,j≤n and u is an n-vector whose components
are unknown functions, and can be solved using the explicit formula

u(t) = etAu0, (1.6)

where the matrix exponential etA is defined by

etA = I +
tA

1!
+

t2A2

2!
+ · · · . (1.7)

Taking a norm on Cn and the corresponding matrix-norm on Mn(C), the
space of all complex n × n matrices, one shows that the partial sums of the
series (1.7) form a Cauchy sequence and converge. Moreover, the map t→ etA

is continuous and satisfies the properties, [79, Proposition I.2.3]:

e(t+s)A = etAesA for all t, s ≥ 0
e0A = I.

(1.8)

Thus the one-parameter family {etA}t≥0 is a homomorphism of the additive
semigroup [0,∞) into a multiplicative semigroup of matrices Mn and forms
what is termed a semigroup of matrices.

The representation (1.7) can be used to obtain a solution of the abstract
Cauchy problem

u′(t) = Au(t),
u(0) = u0,

(1.9)

where A : X → X is a bounded linear operator, as in this case the series
in (1.7) is still convergent with respect to the norm in the space of linear
operators L(X).

In general, however, the operators coming from applications, such as, for
example, differential operators, are not bounded on the whole space X and
(1.7) cannot be used to obtain a solution of the abstract Cauchy problem (1.9).
This is due to the fact that the domain of the operator A in such cases is a
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proper subspace of X and because (1.7) involves iterates of A, their common
domain could shrink to the trivial subspace {0}. For the same reason, another
common representation of the exponential function

etA = lim
n→∞

(
1 +

t

n
A

)n

, (1.10)

cannot be used. For a large class of unbounded operators a variation of the
latter, however, makes the representation (1.6) meaningful with etA calculated
according to the formula

etAx = lim
n→∞

(
I − t

n
A

)−n

x = lim
n→∞

[
n

t

(n
t
−A
)−1
]n

x. (1.11)

Roughly speaking, the above limit exists and defines a strongly continuous
semigroup (G(t))t≥0, that is, a family of bounded linear operators G(t) satis-
fying

1. G(t + s) = G(t)G(s) for all t, s ≥ 0;
2. G(0) = I;
3.

lim
t→0+

G(t)x = x, x ∈ X, (1.12)

if and only if A is a densely defined closed operator and there exist numbers
M,ω ∈ R, M > 0 such that the resolvent set of A contains the half-line (ω,∞)
and the Hille–Yosida estimates

‖(λI −A)−n‖ ≤ M

(λ− ω)n
, λ > ω (1.13)

are satisfied. The operator A is then called the generator of (G(t))t≥0. We shall
discuss the Hille–Yosida theorem in more detail later but for the time being
it is important to observe that the requirement (1.12) of strong continuity of
(G(t))t≥0 rather than continuity in uniform operator topology is dictated by
the fact that (G(t))t≥0 is continuous in the operator topology if and only if A
is bounded (see [141]) and, as we mentioned earlier, bounded operators are of
a limited interest.

The algebraic condition 1 results from our attempt to preserve as many
properties of an exponential function as possible but on the other hand reflects
the principle of determinism: if the outside conditions do not change, then the
system starting from a state x0 at t = 0, after time t + s should be in the
same state as having started from the initial condition G(t)x0 after time s.
In other words, we should be able to break and restart the evolution of the
system at any time without changing the final state.

It is also important to realize that if x ∈ D(A), then the function t →
u(t, x) = G(t)x is continuously differentiable with respect to t > 0 in the
norm of X and is a unique solution to the Cauchy problem
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du

dt
= Au, t > 0,

lim
t→0+

u(t) = x.

In general, for x ∈ X \D(A), G(t)x is not differentiable unless (G(t))t≥0 has
some additional regularity properties.

It is also crucial to realize the importance of the domain of the generator.
A semigroup (G(t))t≥0 uniquely determines the generator (A,D(A)), where A
is some rule and D(A) is a domain on which this rule is the generator. There
may be (and in fact there are) infinitely many possible realisations of this rule
and, in principle, infinitely many semigroups generated by these realisations;
the difference is in the domain to which the rule is restricted. Conversely, if
(A,D(A)) is a generator, then the semigroup it determines is unique.

Thus, in principle, we have a tool to solve problems of the form (1.2). In
practice, however, checking estimates (1.13) is very difficult if not impossible
as it requires solving iterates of, typically, partial or integro-partial differential
equations. Though there is an important class of so-called dissipative operators
satisfying (1.13) with M = 1 and ω = 0, in which case it is enough to prove
the estimates just for the resolvent, there is a need to find ways of proving
the existence of semigroups other than by directly checking (1.13).

In many cases the right-hand side of (1.2) splits in a natural way into the
sum of two operators so that the Cauchy problem can be written as

du

dt
= Au + Bu, t > 0,

lim
t→0+

u(t) = x,

where, quite often, it is relatively easy to show that A generates a semigroup,
say (GA(t))t≥0. Thus, it is important to determine a class, or classes, of op-
erators, the addition of which will not destroy this property; that is, A + B
will still be the generator of a semigroup.

The simplest class of operators admissible in this sense is the class of
bounded operators. In fact, if (A,D(A)) is a generator, then (A + B,D(A))
is also a generator. However, the class of bounded operators is, as usual,
too restrictive for many applications. The next step is to consider unbounded
operators that are in some sense weaker than A. There are two ways to achieve
this: by directly comparing A with B and by comparing B with (GA(t))t≥0.
First, we say that B is an A-bounded operator if D(B) ⊃ D(A) and there are
a, b ≥ 0 such that

‖Bx‖ ≤ a‖Ax‖+ b‖x‖, x ∈ D(A). (1.14)

Then, if B is A-bounded and there are α > 0 and 0 < γ < 1 such that

α∫

0

‖BSA(t)x‖dt ≤ γ‖x‖ (1.15)
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for any x ∈ D(A), then (A + B,D(A)) is also the generator of a semigroup.
Although the condition (1.15) is quite general, it is difficult to check as it

requires a rather complete knowledge of the semigroup (GA(t))t≥0 that is often
difficult to achieve. Strengthening assumptions, we can prove that if A + tB
are dissipative for all t ∈ [0, 1] with A generating a semigroup (or, e.g., A and
B dissipative) then (A + B,D(A)) generates a semigroup (of contractions)
provided a < 1.

Note that in both cases there is a constant that must be smaller than 1,
thus indicating that some sort of convergence is involved. Both theorems fail
in general if γ or a, respectively, are equal to 1.

What can be done if we have to allow γ or a equal to 1? If we keep the
assumptions of the last result, that is, A+ tB is dissipative for all t ∈ [0, 1] (or
A and B are dissipative), a = 1, and B∗ is densely defined, then the closure
A + B is the generator of a semigroup.

Note that if X is reflexive space and B is closable and densely defined,
then B∗ is automatically densely defined. Thus, in such a case, we obtain the
generation of a semigroup by A + B. In many cases, however, the space of in-
terest is not reflexive; in fact the main focus of this book is on L1 spaces which
are not reflexive. Also, closability of an operator is not always easy to check.
Exploiting, however, the lattice structure of the underlying Banach space X
and positivity of the operators involved is advantageous in all branches of
analysis (see, e.g., [137]) and, in particular, allows a substantial improvement
of the perturbation results. Some results in this direction can be found, for
instance, in [11, 157]. Here we adopt another approach, in which we also use
dissipativity of the operators, and prove a number of results with γ or a equal
to 1. Unfortunately, a typical result in this direction is that there exists an
extension of A+B that generates a semigroup of contractions, without spec-
ifying this extension. The fact that this extension may be larger than A + B
has a number of consequences which are discussed in the next section. Now we
only note that if this is the case, then the solution does not return laws built
into the model (e.g., conservativity). Thus, it is important to find system-
atic methods that would allow us to characterize the generator. We present
a number of methods of characterization and demonstrate their applicability
on concrete examples.

1.2 What This Book Is All About

In this section we introduce a relatively simple model which nevertheless ex-
hibits all the mathematical features that are discussed in this book.

We consider the classical Markov birth-and-death process that describes
the evolution of a population whose size k at any time t may increase to
k + 1 or decrease to k − 1 owing to a ‘birth’ or ‘death’ of an individual; the
probability that a birth or death occurs in time interval ∆t being bk∆t+o(∆t)
and dk∆t+ o(∆t), respectively. If we denote by uk(t) the probability that the
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population is of size k at time t, then the corresponding (so-called forward)
Kolmogorov system takes the form:

u′
0 = −b0u0 + d1u1,

...

u′
n = −(bn + dn)un + dn+1un+1 + bn−1un−1,

... . (1.16)

We use the convention that boldface letters denote sequences; for example,
u = (u0, u1, . . . , un, . . .). We also put b−1 = d0 = 0 and, to avoid technicalities,
(see, e.g., [8, p. 100]) we assume that bn, dn > 0 for all other indices.

System (1.16) is considered in the Banach space X = l1; this choice is
dictated by the fact that if uk is the probability, then uk ≥ 0 and

‖u‖ =
∞∑

k=0

uk = 1

so that the norm of X should be preserved in the evolution.
For any Z ⊆ X, Z+ denotes the cone of nonnegative elements of Z.
It is convenient to write the right-hand side of (1.16) as the sum of two op-

erators. To do this, first we introduce formal mappings of sequences. Remem-
bering the convention b−1 = d0 = 0, we let w = Au = −{(bn + dn)un}n∈N0 .
By B we denote the mapping v = Bu, where v = {dn+1un+1+bn−1un−1}n∈N0 .
The formal mappings A and B can define various operators in X. As a basic
choice, we define the operator A in X as the restriction of A to the domain
D(A) = {u ∈ X; Au ∈ X}. In particular, if u ∈ D(A)+, then v = Bu ∈ X+

with ∞∑
n=0

(vn + wn) = 0. (1.17)

This allows us to define a positive operator B as the restriction of B to D(A).
It follows then that for u ∈ D(A) we have

‖Bu‖ ≤ ‖Au‖. (1.18)

As we said earlier, mathematical equations of the applied sciences are built by
combining various conservation and constitutive laws. They are also formu-
lated and understood pointwise. This means that all the operations, such as
differentiation, summation, or integration, are meant in the classical ‘calcu-
lus’ sense, and the equation itself is supposed to be satisfied for all reasonable
values of the independent variables. Thus the birth-and-death system (1.16)
is basically understood as

u′ = Au + Bu, (1.19)

where the system, taken row by row, should be satisfied for all u for which the
expression above makes sense. Only the probabilistic interpretation suggests
that one should have un(t) ≥ 0 for all n ∈ N0 and t ≥ 0, and
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∞∑
n=0

un(t) =
∞∑

n=0
un(0) = 1, t > 0.

However, if we prove the existence of a semigroup ‘solving’ (1.19), then what
we really obtain is a solution to a particular reformulation of the original
problem in which on the right-hand side stands the generator K of this semi-
group. This generator may be quite different from A+ B and only a detailed
characterization of its domain can reveal whether the constructed semigroup
gives the full picture of the dynamics described by Eq. (1.19). As we show,
the generator K is between the minimal operator Kmin = A + B (defined on
D(A)) and the maximal operator Kmax = A+ B defined on

Dmax = {u ∈ X; Au + Bu ∈ X};

that is, Kmin ⊂ K ⊂ Kmax. Where K is situated on this scale determines the
well-posedness of the problem (1.19). The following situations are possible

1. Kmin = K = Kmax,
2. Kmin � K = Kmin = Kmax,
3. Kmin = K � Kmax,
4. Kmin � K = Kmin � Kmax,
5. Kmin � K � Kmax,

and each of them has its own specific interpretation in the model.
In all cases where K � Kmax we don’t have uniqueness; that is, there are

differentiable X-valued solutions to (1.19) emanating from zero and therefore
they are not described by the constructed dynamical system: ‘there is more
to life, than meets the semigroup’ [100, 34]. To achieve uniqueness here, one
has to impose additional constraints on the solution.

If Kmin � K, then despite the fact that the model is formally conservative,
(1.17), the solutions are not; the described quantity leaks out from the system
and the mechanism of this leakage is not present in the model. In the Markov
processes such a case is referred to as dishonesty of the transition function,
[8].

Finally, as bn, dn are the rates of change of states in the population, for
any solution u(t), the quantity

∆t
∞∑

n=0
(bn + dn)un(t) (1.20)

describes the total number of state changes in the time interval ∆t. Thus
condition u(t) ∈ D(A) for any t, equivalent to (1.20) being finite, reflects the
realistic property of a finite total number of ‘switches’ at any time. Thus, if
K �= Kmin, then an infinite number of state changes in a finite time interval
may occur.

Therefore, strictly speaking, only problems with K = Kmin = Kmax can
be physically realistic. However, in many applications, the last condition is
disregarded and the case K = Kmin = Kmax is considered to be ‘optimal’.
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Basic Facts from Functional Analysis and
Banach Lattices

2.1 Spaces and Operators

2.1.1 General Notation

The symbol ‘:=’ denotes ‘equal by definition’. The sets of all natural (not
including 0), integer, real, and complex numbers are denoted by N, Z, R, C,
respectively. If λ ∈ C, then we write ℜλ for its real part, ℑλ for its imaginary
part, and λ̄ for its complex conjugate. The symbols [a, b], (a, b) denote closed
and open intervals in R. Moreover,

R+ := [0,∞),

N0 := {0, 1, 2, . . .}.

If there is a need to emphasise that we deal with multidimensional quantities,
we use boldface characters, for example x = (x1, . . . , xn) ∈ Rn. Usually we
use the Euclidean norm in Rn, denoted by,

|x| =
√

n∑
i=1

x2
i .

If Ω is a subset of any topological space X, then by Ω and IntΩ we denote,
respectively, the closure and the interior of Ω with respect to X. If (X, d) is
a metric space with metric d, we denote by

Bx,r := {y ∈ X; d(x, y) ≤ r}

the closed ball with centre x and radius r. If X is also a linear space, then the
ball with radius r centred at the origin is denoted by Br.

Let f be a function defined on a set Ω and x ∈ Ω. We use one of the
following symbols to denote this function: f , x→ f(x), and f(·). The symbol
f(x) is in general reserved to denote the value of f at x, however, occasionally
we abuse this convention and use it to denote the function itself.
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If {xn}n∈N is a family of elements of some set, then the sequence of these
elements, that is, the function n → xn, is denoted by (xn)n∈N. However,
for simplicity, we often abuse this notation and use (xn)n∈N also to denote
{xn}n∈N.

The derivative operator is usually denoted by ∂. However, as we occa-
sionally need to distinguish different types of derivatives of the same func-
tion, we use other commonly accepted symbols for differentiation. To indicate
the variable with respect to which we differentiate we write ∂t, ∂x, ∂

2
tx . . .. If

x = (x1, . . . , xn) ∈ Rn, then ∂x := (∂x1
, . . . , ∂xn

) is the gradient operator.
If β := (β1, . . . , βn), βi ≥ 0 is a multi-index with |β| := β1 + · · ·+ βn = k,

then symbol ∂β
xf is any derivative of f of order k. Thus,

∑k
|β|=0∂

βf means
the sum of all derivatives of f of order less than or equal to k.

If Ω ⊂ Rn is an open set, then for k ∈ N the symbol Ck(Ω) denotes
the set of k times continuously differentiable functions in Ω. We denote by
C(Ω) := C0(Ω) the set of all continuous functions in Ω and

C∞(Ω) :=
∞⋂

k=0

Ck(Ω).

Functions from Ck(Ω) need not be bounded in Ω. If they are required to be
bounded together with their derivatives up to the order k, then the corre-
sponding set is denoted by Ck(Ω).

For a continuous function f , defined on Ω, we define the support of f as

suppf = {x ∈ Ω; f(x) �= 0}.

The set of all functions with compact support in Ω which have continuous
derivatives of order smaller than or equal to k is denoted by Ck

0 (Ω). As above,
C0(Ω) := C0

0 (Ω) is the set of all continuous functions with compact support
in Ω and

C∞
0 (Ω) :=

∞⋂

k=0

Ck
0 (Ω).

Another important standard class of spaces are the spaces Lp(Ω), 1 ≤ p ≤
∞ of functions integrable with power p. To define them, let us establish some
general notation and terminology. We begin with a measure space (Ω,Σ, µ),
where Ω is a set, Σ is a σ-algebra of subsets of Ω, and µ is a σ-additive
measure on Σ. We say that µ is σ-finite if Ω is a countable union of sets of
finite measure.

In most applications in this book, Ω ⊂ Rn and Σ is the σ-algebra of
Lebesgue measurable sets. However, occasionally we need the family of Borel
sets which, by definition, is the smallest σ-algebra which contains all open
sets. The measure µ in the former case is called the Lebesgue measure and in
the latter the Borel measure. Such measures are σ-finite.

A function f : Ω → R is said to be measurable (with respect to Σ, or with
respect to µ) if f−1(B) ∈ Σ for any Borel subset B of R. Because Σ is a
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σ-algebra, f is measurable if (and only if) preimages of semi-infinite intervals
are in Σ.

We identify two functions which differ from each other on a set of µ-
measure zero, therefore, when speaking of a function in the context of measure
spaces, we usually mean a class of equivalence of functions. For most applica-
tions the distinction between a function and a class of functions is irrelevant.
Sometimes, however, some care is necessary, as explained in Example 2.23 and
Subsection 2.1.8.

The space of equivalence classes of all measurable real functions on Ω is
denoted by L0(Ω, dµ) or simply L0(Ω).

The integral of a measurable function f with respect to measure µ over a
set Ω is written as ∫

Ω

fdµ =

∫

Ω

f(x)dµx,

where the second version is used if there is a need to indicate the variable of
integration. If µ is the Lebesgue measure, we abbreviate dµx = dx.

For 1 ≤ p < ∞ the spaces Lp(Ω) are defined as subspaces of L0(Ω)
consisting of functions for which

‖f‖p := ‖f‖Lp(Ω) =

⎛
⎝
∫

Ω

|f(x)|pdx

⎞
⎠

1/p

<∞. (2.1)

The space Lp(Ω) with the above norm is a Banach space. It is customary to
complete the scale of Lp spaces by the space L∞(Ω) defined to be the space
of all Lebesgue measurable functions which are bounded almost everywhere
in Ω, that is, bounded everywhere except possibly on a set of measure zero.
The corresponding norm is defined by

‖f‖∞ := ‖f‖L∞(Ω) := inf{M ; µ({x ∈ Ω; |f(x)| > M}) = 0}. (2.2)

The expression on the right-hand side of (2.2) is frequently referred to as the
essential supremum of f over Ω and denoted ess supx∈Ω |f(x)|.

If µ(Ω) <∞, then for 1 ≤ p ≤ p′ ≤ ∞ we have

Lp′(Ω) ⊂ Lp(Ω) (2.3)

and for f ∈ L∞(Ω)
‖f‖∞ = lim

p→∞
‖f‖p, (2.4)

which justifies the notation. However,
⋂

1≤p<∞
Lp(Ω) �= L∞(Ω),

as demonstrated by the function f(x) = lnx, x ∈ (0, 1]. If µ(Ω) = ∞, then
neither (2.3) nor (2.4) hold.
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Occasionally we need functions from L0(Ω) which are Lp only on compact
subsets of Rn. Spaces of such functions are denoted by Lp,loc(Ω). A function
f ∈ L1,loc(Ω) is called locally integrable (in Ω).

Let Ω ⊂ Rn be an open set. It is clear that

C∞
0 (Ω) ⊂ Lp(Ω)

for 1 ≤ p ≤ ∞. If p ∈ [1,∞), then we have even more: C∞
0 (Ω) is dense in

Lp(Ω); that is,

C∞
0 (Ω) = Lp(Ω), (2.5)

where the closure is taken in the Lp-norm.

Example 2.1. Having in mind further applications, it is worthwhile to have
some understanding of the structure of this result; see [4, Lemma 2.18]. Let
us define the function

ω(x) =

{
exp
(

1
|x|2−1

)
for |x| < 1,

0 for |x| ≥ 1.
(2.6)

This is a C∞
0 (Rn) function with support B1. Using this function we construct

the family
ωǫ(x) = Cǫω(x/ǫ),

where Cǫ are constants chosen so that
∫

Rn ωǫ(x)dx = 1; these are also C∞
0 (Rn)

functions with support Bǫ, often referred to as mollifiers. Using them, we
define the regularisation (or mollification) of f by taking the convolution

fǫ(x) :=

∫

Rn

f(x− y)ωǫ(y)dy =

∫

Rn

f(y)ωǫ(x− y)dy. (2.7)

Because the effective domain of integration in the second integral is Bx,ǫ, fǫ

is well defined whenever f is locally integrable and, similarly, if the support
of f is bounded, then suppfǫ is also bounded and it is contained in the ǫ-
neighbourhood of suppf . The functions fǫ are infinitely differentiable with

∂β
xf(x) =

∫

Rn

f(y)∂β
xωǫ(x− y)dy (2.8)

for any β. It can be proved that if f ∈ Lp(R
n), then fǫ ∈ Lp(R

n) with

‖fǫ‖p ≤ ‖f‖p (2.9)

for any ǫ > 0 and
f = lim

ǫ→0+
fǫ, in Lp(R

n). (2.10)

Because any function f ∈ Lp(R
n) can be approximated by Lp-functions with

supports in BN , N → ∞, by the previous considerations we obtain (2.5).
Moreover, if f is nonnegative, then fǫ are also nonnegative by (2.7) and hence
any non-negative f ∈ Lp(R

n) can be approximated by nonnegative, infinitely
differentiable, functions with compact support.
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2.1.2 Operators

Let X,Y be real or complex Banach spaces with the norm denoted by ‖ · ‖ or
‖ · ‖X .

An operator from X to Y is a linear rule A : D(A)→ Y , where D(A) is a
linear subspace of X, called the domain of A. The set of operators from X to
Y is denoted by L(X,Y ). Operators taking their values in the space of scalars
are called functionals. We use the notation (A,D(A)) to denote the operator
A with domain D(A). If A ∈ L(X,X), then we say that A (or (A,D(A))) is
an operator in X.

By L(X,Y ), we denote the space of all bounded operators between X and
Y ; L(X,X) is abbreviated as L(X). The space L(X,Y ) can be made a Banach
space by introducing the norm of an operator X by

‖A‖ = sup
‖x‖≤1

‖Ax‖ = sup
‖x‖=1

‖Ax‖. (2.11)

If (A,D(A)) is an operator in X and Y ⊂ X, then the part of the operator A
in Y is defined as

AY y = Ay (2.12)

on the domain
D(AY ) = {x ∈ D(A) ∩ Y ; Ax ∈ Y }.

A restriction of (A,D(A)) to D ⊂ D(A) is denoted by A|D. For A,B ∈
L(X,Y ), we write A ⊂ B if D(A) ⊂ D(B) and B|D(A) = A.

Two operators A,B ∈ L(X) are said to commute if AB = BA. It is not
easy to extend this definition to unbounded operators due to the difficulties
with defining the domains of the composition. The extension is usually done to
the case when one of the operators is bounded. Thus, an operator A ∈ L(X)
is said to commute with B ∈ L(X) if

BA ⊂ AB. (2.13)

This means that for any x ∈ D(A), Bx ∈ D(A) and BAx = ABx.
We define the image of A by

ImA = {y ∈ Y ; y = Ax for some x ∈ D(A)}

and the kernel of A by

KerA = {x ∈ D(A); Ax = 0}.

We note a simple result which is frequently used throughout the book.

Proposition 2.2. Suppose that A,B ∈ L(X,Y ) satisfy: A ⊂ B,KerB = {0},
and ImA = Y . Then A = B.
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Proof. If D(A) �= D(B), we take x ∈ D(B) \D(A) and let y = Bx. Because
A is onto, there is x′ ∈ D(A) such that y = Ax′. Because x′ ∈ D(A) ⊂ D(B)
and A ⊂ B, we have y = Ax′ = Bx′ and Bx′ = Bx. Because KerB = {0},
we obtain x = x′ which is a contradiction with x /∈ D(A). ⊓⊔

Furthermore, the graph of A is defined as

G(A) = {(x, y) ∈ X × Y ; x ∈ D(A), y = Ax}. (2.14)

We say that the operator A is closed if G(A) is a closed subspace of X × Y .
Equivalently, A is closed if and only if for any sequence (xn)n∈N ⊂ D(A), if
limn→∞ xn = x in X and limn→∞Axn = y in Y , then x ∈ D(A) and y = Ax.

An operator A in X is closable if the closure of its graph G(A) is itself a
graph of an operator, that is, if (0, y) ∈ G(A) implies y = 0. Equivalently, A is
closable if and only if for any sequence (xn)n∈N ⊂ D(A), if limn→∞ xn = 0 in
X and limn→∞Axn = y in Y , then y = 0. In such a case the operator whose
graph is G(A) is called the closure of A and denoted by A.

By definition, when A is closable, then

D(A) = {x ∈ X; there is (xn)n∈N ⊂ D(A) and y ∈ X such that

‖xn − x‖ → 0 and ‖Axn − y‖ → 0},
Ax = y.

For any operator A, its domain D(A) is a normed space under the graph norm

‖x‖D(A) := ‖x‖X + ‖Ax‖Y . (2.15)

The operator A : D(A) → Y is always bounded with respect to the graph
norm, and A is closed if and only if D(A) is a Banach space under (2.15).

Example 2.3. One of the simplest and most often used unbounded, but closed
or closable, operators is the operator of differentiation. If X is any of the
spaces C([0, 1]) or Lp([0, 1]), then considering fn(x) := Cnx

n, where Cn = 1
in the former case and Cn = (np+ 1)1/p in the latter, we see that in all cases
‖fn‖ = 1. However,

‖f ′
n‖ = n

(
np + 1

np + 1− p

)1/p

in Lp([0, 1]) and ‖f ′
n‖ = n in C([0, 1]), so that the operator of differentiation

is unbounded.
Let us define Tf = f ′ as an unbounded operator on D(T ) = {f ∈ X; Tf ∈

X}, where X is any of the above spaces. We can easily see that in X = C([0, 1])
the operator T is closed. Indeed, let us take (fn)n∈N such that limn→∞ fn = f
and limn→∞ Tfn = g in X. This means that (fn)n∈N and (f ′

n)n∈N converge
uniformly to, respectively, f and g, and from basic calculus f is differentiable
and f ′ = g.
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The picture changes, however, in Lp spaces. To simplify the notation, we
take p = 1 and consider the sequence of functions

fn(x) =

⎧
⎨
⎩

0 for 0 ≤ x ≤ 1
2 ,

n
2

(
x− 1

2

)2
for 1

2 < x ≤ 1
2 + 1

n ,
x− 1

2 − 1
2n for 1

2 + 1
n < x ≤ 1.

These are differentiable functions and it is easy to see that (fn)n∈N converges
in L1([0, 1]) to the function f given by f(x) = 0 for x ∈ [0, 1/2] and f(x) =
x− 1/2 for x ∈ (1/2, 1] and the derivatives converge to g(x) = 0 if x ∈ [0, 1/2]
and to g(x) = 1 otherwise. The function f , however, is not differentiable and
so T is not closed. On the other hand, g seems to be a good candidate for the
derivative of f in some more general sense. Let us develop this idea further.
First, we show that T is closable. Let (fn)n∈N and (f ′

n)n∈N converge in X to
f and g, respectively. Then, for any φ ∈ C∞

0 ((0, 1)), we have, integrating by
parts,

1∫

0

f ′
n(x)φ(x)dx = −

1∫

0

fn(x)φ′(x)dx

and because we can pass to the limit on both sides, we obtain

1∫

0

g(x)φ(x)dx = −
1∫

0

f(x)φ′(x)dx. (2.16)

Using the equivalent characterization of closability, we put f = 0, so that

1∫

0

g(x)φ(x)dx = 0

for any φ ∈ C∞
0 ((0, 1)) which yields g(x) = 0 almost everywhere on [0, 1].

Hence g = 0 in L1([0, 1]) and consequently T is closable.
The domain of T in L1([0, 1]) is the Sobolev space W 1

1 ([0, 1]) which is
discussed in more detail in Subsection 3.2.1.

These considerations can be extended to hold in any Ω ⊂ Rn. In particular,
we can use (2.16) to generalize the operation of differentiation in the following
way: we say that a function g ∈ L1,loc(Ω) is the generalised (or distributional)
derivative of f ∈ L1,loc(Ω) of order β, denoted by ∂β

xf , if

∫

Ω

g(x)φ(x)dx = (−1)|β|
∫

Ω

f(x)∂β
xφ(x)dx (2.17)

for any φ ∈ C∞
0 (Ω). From the considerations above it is clear that ∂β

x is a
closed operator extending the classical differentiation operator (from C|β|(Ω)).
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One can also prove that ∂β
x is the closure of the classical differentiation op-

erator. If Ω = Rn, then this statement follows directly from (2.7) and (2.8).
Otherwise the proof is more complicated (see, e.g., [4, Theorem 3.16]).

In one-dimensional spaces the concept of the generalised derivative is
closely related to a classical notion of absolutely continuous function. Let
I = [a, b] ⊂ R1 be a bounded interval. We say that f : I → C is abso-
lutely continuous if, for any ǫ > 0, there is δ > 0 such that for any finite
collection {(ai, bi)}i of disjoint intervals in [a, b] satisfying

∑
i(bi − ai) < δ,

we have
∑

i |f(bi) − f(ai)| < ǫ. The fundamental theorem of calculus, [150,
Theorem 8.18], states that any absolutely continuous function f is differen-
tiable almost everywhere, its derivative f ′ is Lebesgue integrable on [a, b],

and f(t) − f(a) =
∫ t

a
f ′(s)ds. It can be proved (e.g., [61, Theorem VIII.2])

that absolutely continuous functions on [a, b] are exactly integrable functions
having integrable generalised derivatives and the generalised derivative of f
coincides with the classical derivative of f almost everywhere.

Later in the book we need absolutely continuous functions defined on the
positive half-line. In general, if the interval I is not closed or unbounded, we
say that f is absolutely continuous on I if it is absolutely continuous on each
compact subinterval of I, [12, p. 18].

We denote the space of absolutely continuous functions on I by AC(I).

2.1.3 Fundamental Theorems of Functional Analysis

The foundation of classical functional analysis are the four theorems which
we formulate and discuss below.

Hahn–Banach Theorem

Theorem 2.4. (Hahn–Banach) Let X be a normed space, X0 a linear sub-
space of X, and x∗1 a continuous linear functional defined on X0. Then there
exists a continuous linear functional x∗ defined on X such that x∗(x) = x∗1(x)
for x ∈ X0 and ‖x∗‖ = ‖x∗1‖.

The Hahn–Banach theorem has a multitude of applications. For us, the most
important one is in the theory of the dual space to X. The space L(X,R) (or
L(X,C)) of all continuous functionals is denoted by X∗ and referred to as the
dual space. The Hahn–Banach theorem implies that X∗ is nonempty (as one
can easily construct a continuous linear functional on a one-dimensional space)
and, moreover, there are sufficiently many bounded functionals to separate
points of x; that is, for any two points x1, x2 ∈ X there is x∗ ∈ X∗ such that
x∗(x1) = 0 and x∗(x2) = 1. The Banach space X∗∗ = (X∗)∗ is called the
second dual. Every element x ∈ X can be identified with an element of X∗∗

by the evaluation formula
x(x∗) = x∗(x); (2.18)
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that is, X can be viewed as a subspace of X∗∗. To indicate that there is some
symmetry between X and its dual and second dual we shall often write

x∗(x) =<x∗, x>X∗×X ,

where the subscript X∗ ×X is suppressed if no ambiguity is possible.
In general X �= X∗∗. Spaces for which X = X∗∗ are called reflexive. Exam-

ples of reflexive spaces are rendered by Hilbert and Lp spaces with 1 < p <∞.
However, the spaces L1 and L∞, as well as nontrivial spaces of continuous
functions, fail to be reflexive.

Example 2.5. If 1 < p < ∞, then the dual to Lp(Ω) can be identified with
Lq(Ω) where 1/p + 1/q = 1, and the duality pairing is given by

<f, g>=

∫

Ω

f(x)g(x)dx, f ∈ Lp(Ω), g ∈ Lq(Ω). (2.19)

This shows, in particular, that L2(Ω) is a Hilbert space and the above duality
pairing gives the scalar product in the real case. If L2(Ω) is considered over
the complex field, then in order to get a scalar product, (2.19) should be
modified by taking the complex adjoint of g.

Moreover, as mentioned above, the spaces Lp(Ω) with 1 < p < ∞ are
reflexive. On the other hand, if p = 1, then (L1(Ω))∗ = L∞(Ω) with duality
pairing given again by (2.19). However, the dual to L∞ is much larger than
L1(Ω) and thus L1(Ω) is not a reflexive space.

Another important corollary of the Hahn–Banach theorem is that for each 0 �=
x ∈ X there is an element x̄∗ ∈ X∗ that satisfies ‖x̄∗‖ = 1 and <x̄∗, x>= ‖x‖.
In general, the correspondence x→ x̄∗ is multi-valued: this is the case in L1-
spaces and spaces of continuous functions it becomes, however, single-valued
if the unit ball in X is strictly convex (e.g., in Hilbert spaces or Lp-spaces
with 1 < p <∞; see [82]).

Remark 2.6. In many textbooks the element ȳ∗ = ‖x‖x̄∗ is used instead of
x̄∗. In this case, we have ‖ȳ∗‖ = ‖x‖ and <x̄∗, x>= ‖x‖2 = ‖ȳ∗‖2. However,
because ȳ∗ is a real positive scalar multiple of x̄∗ for practically all applications
we can use either one.

Example 2.7. The existence of an element x̄∗ satisfying <x̄∗, x>= ‖x‖ has an
important consequence for the relation between X and X∗∗ in a nonreflexive
case. Let B,B∗, B∗∗ denote the unit balls in X,X∗, X∗∗, respectively. Because
x∗ ∈ X∗ is an operator over X, the definition of the operator norm gives

‖x∗‖X∗ = sup
x∈B

| <x∗, x> | = sup
x∈B

<x∗, x>, (2.20)

and similarly, for x ∈ X considered as an element of X∗∗ according to (2.18),
we have
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‖x‖X∗∗ = sup
x∗∈B∗

| <x∗, x> | = sup
x∗∈B∗

<x∗, x> . (2.21)

Thus, ‖x‖X∗∗ ≤ ‖x‖X . On the other hand,

‖x‖X =<x̄∗, x>≤ sup
x∗∈B∗

<x∗, x>= ‖x‖X∗∗

and
‖x‖X∗∗ = ‖x‖X . (2.22)

Hence, in particular, the identification given by (2.18) is an isometry and X
is a closed subspace of X∗∗.

The existence of a large number of functionals over X allows us to intro-
duce new types of convergence. Apart from the standard norm (or strong)
convergence where (xn)n∈N ⊂ X converges to x if

lim
n→∞

‖xn − x‖ = 0,

we define weak convergence by saying that (xn)n∈N weakly converges to x, if
for any x∗ ∈ X∗,

lim
n→∞

<x∗, xn>=<x∗, x> .

In a similar manner, we say that (x∗n)n∈N ⊂ X∗ converges ∗-weakly to x∗ if,
for any x ∈ X,

lim
n→∞

<x∗n, x>=<x∗, x> .

Remark 2.8. It is worthwhile to note that we have a concept of a weakly con-
vergent or weakly Cauchy sequence if the finite limit limn→∞ <x∗, xn> exists
for any x∗ ∈ X∗. In general, in this case we do not have a limit element. If
every weakly convergent sequence converges weakly to an element of X, the
Banach space is said to be weakly sequentially complete. It can be proved that
reflexive spaces and L1 spaces are weakly sequentially complete. On the other
hand, no space containing a subspace isomorphic to the space c0 (of sequences
that converge to 0) is weakly sequentially complete (see, e.g., [6]).

Remark 2.9. Weak convergence is indeed weaker than the convergence in
norm. However, we point out that a theorem proved by Mazur (e.g., see [172],
p. 120) says that if xn → x weakly, then there is a sequence of convex combina-
tions of elements of (xn)n∈N that converges to x in norm. Thus, in particular,
the norm and the weak closure of a convex sets coincide.

Banach–Steinhaus Theorem

Another fundamental theorem of functional analysis is the Banach–Steinhaus
theorem, or the Uniform Boundedness Principle. To understand its impor-
tance, let us reflect for a moment on possible types of convergence of sequences
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of operators. Because the space L(X,Y ) can be made a normed space by intro-
ducing the norm (2.11), the most natural concept of convergence of a sequence
(An)n∈N would be with respect to this norm. Such a convergence is referred
to as the uniform operator convergence. However, for many purposes this no-
tion is too strong and we work with the pointwise or strong convergence : the
sequence (An)n∈N is said to converge strongly if, for each x ∈ X, the sequence
(Anx)n∈N converges in the norm of Y . In the same way we define uniform and
strong boundedness of a subset of L(X,Y ).

Note that if Y = R (or C), then strong convergence coincides with ∗-weak
convergence.

After these preliminaries we can formulate the Banach–Steinhaus theorem.

Theorem 2.10. Assume that X is a Banach space and Y is a normed space.
Then a subset of L(X,Y ) is uniformly bounded if and only if it is strongly
bounded.

One of the most important consequences of the Banach–Steinhaus theorem is
that a strongly converging sequence of bounded operators is always converging
to a linear bounded operator. That is, if for each x there is yx such that

lim
n→∞

Anx = yx,

then there is A ∈ L(X,Y ) satisfying Ax = yx.

Example 2.11. We can use the above result to get a better understanding of
the concept of weak convergence and, in particular, to clarify the relation be-
tween reflexive and weakly sequentially complete spaces. First, by considering
elements of X∗ as operators in L(X,C), we see that every ∗-weakly converg-
ing sequence of functionals converges to an element of X∗ in ∗-weak topology.
On the other hand, for a weakly converging sequence (xn)n∈N ⊂ X, such an
approach requires that xn, n ∈ N, be identified with elements of X∗∗ and thus,
by the Banach–Steinhaus theorem, a weakly converging sequence always has
a limit x ∈ X∗∗. If X is reflexive, then x ∈ X and X is weakly sequentially
complete. However, for nonreflexive X we might have x ∈ X∗∗ \X and then
(xn)n∈N does not converge weakly to any element of X.

On the other hand, (2.22) implies that a weakly convergent sequence is
norm bounded.

We note another important corollary of the Banach–Steinhaus theorem which
we use in the sequel.

Corollary 2.12. A sequence of operators (An)n∈N is strongly convergent if
and only if it is convergent uniformly on compact sets.

Proof. It is enough to consider convergence to 0. If (An)n∈N converges
strongly, then by the Banach–Steinhaus theorem, a = supn∈N ‖An‖ < +∞.
Next, if Ω ⊂ X is compact, then for any ǫ we can find a finite set Nǫ =
{x1, . . . , xk} such that for any x ∈ Ω there is xi ∈ Nǫ with ‖x − xi‖ ≤ ǫ/2a.
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Because Nǫ is finite, we can find n0 such that for all n > n0 and i = 1, . . . , k
we have ‖Anxi‖ ≤ ǫ/2 and hence

‖Anx‖ = ‖Anxi‖+ a‖x− xi‖ ≤ ǫ

for any x ∈ Ω. The converse statement is obvious. ⊓⊔

We conclude this unit by presenting a frequently used result related to the
Banach–Steinhaus theorem.

Proposition 2.13. Let X,Y be Banach spaces and (An)n∈N ⊂ L(X,Y ) be a
sequence of operators satisfying supn∈N ‖An‖ ≤ M for some M > 0. If there
is a dense subset D ⊂ X such that (Anx)n∈N is a Cauchy sequence for any
x ∈ D, then (Anx)n∈N converges for any x ∈ X to some A ∈ L(X,Y ).

Proof. Let us fix ǫ > 0 and y ∈ X. For this ǫ we find x ∈ D with ‖x−y‖ < ǫ/M
and for this x we find n0 such that ‖Anx−Amx‖ < ǫ for all n,m > n0. Thus,

‖Any −Amy‖ ≤ ‖Anx−Amx‖+ ‖An(x− y)‖+ ‖Am(x− y)‖ ≤ 3ǫ.

Hence, (Any)n∈N is a Cauchy sequence for any y ∈ X and, because Y is
a Banach space, it converges and an application of the Banach–Steinhaus
theorem ends the proof. ⊓⊔

The Closed Graph Theorem

It is easy to see that a bounded operator defined on the whole Banach space X
is closed. That the inverse also is true follows from the Closed Graph Theorem.

Theorem 2.14. Let X,Y be Banach spaces. An operator A ∈ L(X,Y ) with
D(A) = X is bounded if and only if its graph is closed.

We can rephrase this result by saying that an everywhere defined closed op-
erator in a Banach space must be bounded.

To give a nice and useful example of an application of the Closed Graph
Theorem, we discuss a frequently used notion of relatively bounded operators.
Let two operators (A,D(A)) and (B,D(B)) be given. We say that B is A-
bounded if D(A) ⊂ D(B) and there exist constants a, b ≥ 0 such that for any
x ∈ D(A),

‖Bx‖ ≤ a‖Ax‖+ b‖x‖. (2.23)

Note that the right-hand side defines a norm on the space D(A), which is
equivalent to the graph norm (2.15).

Corollary 2.15. If A is closed and B closable, then D(A) ⊂ D(B) implies
that B is A-bounded.
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Proof. If A is a closed operator, then D(A) equipped with the graph norm is
a Banach space. If we assume that D(A) ⊂ D(B) and (B,D(B)) is closable,
then D(A) ⊂ D(B). Because the graph norm on D(A) is stronger than the
norm induced from X, the operator B, considered as an operator from D(A)
to X is everywhere defined and closed. On the other hand, B|D(A) = B;
hence B : D(A) → X is bounded by the Closed Graph Theorem and thus B
is A-bounded. ⊓⊔

The Open Mapping Theorem

The Open Mapping Theorem is fundamental for inverting linear operators.
Let us recall that an operator A : X → Y is called surjective if ImA = Y and
open if the set AΩ is open for any open set Ω ⊂ X.

Theorem 2.16. Let X,Y be Banach spaces. Any surjective A ∈ L(X,Y ) is
an open mapping.

One of the most often used consequences of this theorem is the Bounded
Inverse Theorem.

Corollary 2.17. If A ∈ L(X,Y ) is such that KerA = {0} and ImA = Y ,
then A−1 ∈ L(Y,X).

The corollary follows as the assumptions on the kernel and the image ensure
the existence of a linear operator A−1 defined on the whole Y . The operator
A−1 is continuous by the Open Mapping Theorem, as the preimage of any
open set in X through A−1, that is, the image of this set through A, is open.

Throughout the book we are faced with invertibility of unbounded opera-
tors. An operator (A,D(A)) is said to be invertible if there is a bounded oper-
ator A−1 ∈ L(Y,X) such that A−1Ax = x for all x ∈ D(A) and A−1y ∈ D(A)
with AA−1y = y for any y ∈ Y . We have the following useful conditions for
invertibility of A.

Proposition 2.18. Let X,Y be Banach spaces and A ∈ L(X,Y ). The follow-
ing assertions are equivalent.

(i) A is invertible;
(ii) ImA = Y and there is m > 0 such that ‖Ax‖ ≥ m‖x‖ for all x ∈ D(A);
(iii) A is closed, ImA = Y and there is m > 0 such that ‖Ax‖ ≥ m‖x‖ for

all x ∈ D(A);
(iv) A is closed, ImA = Y , and KerA = {0}.

Proof. The equivalence of (i) and (ii) follows directly from the definition of
invertibility. By Theorem 2.14, the graph of any bounded operator is closed
and because the graph of the inverse is given by

G(A) = {(x, y); (y, x) ∈ G(A−1)},
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we see that the graph of any invertible operator is closed and thus any such
an operator is closed. Hence, (i) and (ii) imply (iii) and (iv). Assume now
that (iii) holds. G(A) is a closed subspace of X × Y , therefore it is a Banach
space itself. The inequality ‖Ax‖ ≥ m‖x‖ implies that the mapping G(A) ∋
(x,Ax) → Ax ∈ ImA is an isomorphism onto ImA and hence ImA is also
closed. Thus ImA = Y and (ii) follows. Finally, if (iv) holds, then Corollary
2.17 can be applied to A from D(A) (with the graph norm) to Y to show that
A−1 ∈ L(Y,D(A)) ⊂ L(Y,X). ⊓⊔

2.1.4 Adjoint Operators

An important role in functional analysis is played by the operation of taking
operator adjoint. If A ∈ L(X,Y ), then the adjoint operator A∗ is defined as

<y∗, Ax>=<A∗y∗, x> (2.24)

and it can be proved that it belongs to L(Y ∗, X∗) with ‖A∗‖ = ‖A‖. If A is
an unbounded operator, then the situation is more complicated. In general,
A∗ may not exist as a single-valued operator. In other words, there may be
many operators B satisfying

<y∗, Ax>=<By∗, x>, x ∈ D(A), y∗ ∈ D(B). (2.25)

Operators A and B satisfying (2.25) are called adjoint to each other.
However, if D(A) is dense in X, then there is a unique maximal operator

A∗ adjoint to A; that is, any other B such that A and B are adjoint to each
other, must satisfy B ⊂ A∗. This A∗ is called the adjoint operator to A. It
can be constructed in the following way. The domain D(A∗) consists of all
elements y∗ of Y ∗ for which there exists f∗ ∈ X∗ with the property

<y∗, Ax>=<f∗, x> (2.26)

for any x ∈ D(A). Because D(A) is dense, such element f∗ can be proved
to be unique and therefore we can define A∗y∗ = f∗. Moreover, the assump-
tion D(A) = X ensures that A∗ is a closed operator though not necessarily
densely defined. In reflexive spaces the situation is better: if both X and Y
are reflexive, then A∗ is closed and densely defined with

A = (A∗)∗; (2.27)

see [105, Theorems III.5.28, III.5.29].

Example 2.19. Let us consider the closure of the operator of differentiation in
Lp([0, 1]), 1 ≤ p <∞, discussed in Example 2.1. We again denote this closure
by T ; that is, Tf = f ′ with the domain D(T ) = {f ∈ AC(I); f ′ ∈ Lp([0, 1])}.
Because T is clearly densely defined, there exists the adjoint operator T ∗. By
direct integration we find that T and the operator S, defined by Sg = −g′
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on D(S) = {g ∈ AC(I); g′ ∈ Lq([0, 1]), g(0) = g(1) = 0}, 1/p + 1/q = 1, are
adjoint to each other. We show that T ∗ = S. To this end let g ∈ D(T ∗) and
put f = T ∗g. Then, for any u ∈ D(T ) we obtain

1∫

0

f(x)u(x)dx =<T ∗g, u>=<g, Tu>=

1∫

0

g(x)u′(x)dx. (2.28)

Define h(x) =
∫ x

0
f(s)ds so that h′(x) = f(x) and h(0) = 0. Then, integrating

by parts,
1∫

0

h(x)u′(x)dx = u(1)h(1)−
1∫

0

f(x)u(x)dx

and adding to (2.28), we obtain

1∫

0

(g(x) + h(x))u′(x)dx− u(1)h(1) = 0. (2.29)

Because for any v ∈ Lp([0, 1]) there is u ∈ D(T ) such that u′ = v and
u(1) = 0, we see that g+h annihilate Lp([0, 1]) and thus g+h = 0. Then (2.29)
gives u(1)h(1) = 0. Because there are u ∈ D(T ) with u(1) �= 0, we obtain
h(1) = 0. Hence g = −h is absolutely continuous with g′ = −h′ ∈ Lq([0, 1])
and g(0) = g(1) = 0 so that g ∈ D(S) and T ∗g = Sg. Because we noted at
the beginning that S ⊂ T ∗, we have S = T ∗.

2.1.5 Vector-valued Functions and Bochner Integral

We make extensive use of functions which depend on a scalar argument and
which take values in a Banach space X. Classical notions of continuity, differ-
entiability, or analyticity can be used in this setting, the only difference being
that the convergence of the functions’ values is taken in the norm of X.

If I = [a, b] is an interval and f : I → X is a continuous and vector-
valued function, then the notion of the Riemann integral is also defined as
in the scalar case. For such integrals it is easy to show that if A is a closed
operator and f(t) is a D(A)-valued function such that both f(t) and Af(t)
are continuous in X, then

b∫

a

Af(t)dt = A

b∫

a

f(t)dt. (2.30)

If the Banach space in question is the space of bounded linear operators
L(X,Y ), then all the above can be interpreted either in a strong or uniform
sense, as discussed before the Banach–Steinhaus theorem. In most cases we
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work with strong continuity, differentiability, and the like. Thus, for instance,
a function F : I → L(X,Y ) is said to be strongly continuous on I if, for any
x ∈ X, the function F (·)x is continuous.

If F,G : I → L(X) are two operator-valued functions, then one can define
their composition FG : I → L(X) by

FG(t)x = F (t)(G(t)x), x ∈ X, t ∈ I.

The following result gives some properties of such a composition.

Proposition 2.20. Let I be a real interval and F,G : I → L(X) be two
strongly continuous functions.

(i) The product FG : I → L(X) is strongly continuous.
(ii) If, in addition, F (·)x and G(·)x are differentiable for x ∈ D, where D is

a subspace of X that is invariant under G(t) for any t ∈ I, then FG(·)x
is differentiable for any x ∈ D and

d

dt
FG(t)x

∣∣∣∣
t=t0

=
d

dt
F (t)(G(t0)x)|t=t0 + F (t0)

(
d

dt
G(t)x

∣∣∣∣
t=t0

)
. (2.31)

The proofs of both results are straightforward (see, e.g., [79, Lemmas B.15–
16]).

Let F : I → L(X,Y ) be a strongly continuous function. By the Banach–
Steinhaus theorem, t→ ‖F (t)‖ is locally bounded. Moreover, because

‖F (t)‖ = sup
‖x‖≤1

‖F (t)x‖,

t→ ‖F (t)‖ is lower semicontinuous and hence measurable.
In many situations continuous functions and the Riemann integral will

be too restrictive and we will have to extend the notion of the Lebesgue
integral to vector-valued functions. The most commonly used generalization
of the Lebesgue integral is offered by the Bochner integral which is now briefly
discussed (see [172, pp. 130–136], [100, pp. 58–92], or [12, pp. 5–15]).

The starting point in the definition of the Lebesgue integral is the notion of
measurability of a function. The standard definition used in the real function
theory cannot be used here and is replaced by the following construction
carried out, for the sake of generality, in Rn.

Let ∆ ⊂ Rn be a measurable set with respect to the Lebesgue measure µ
and let {∆1, . . . , ∆m} be a finite collection of mutually disjoint, measurable
subsets of ∆ with finite measures µ(∆m); furthermore, let X be a Banach
space and {x1, . . . , xm} be a collection of points of X. The function f : ∆→ X
defined by

f(t) =
m∑

k=1

xkχ∆k
(t), (2.32)
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where χ∆k
is the characteristic function of ∆k (that is, χ∆k

= 1 on ∆k and
χ∆k

= 0 otherwise), is called a simple function. A function g defined almost
everywhere on ∆ is called (Bochner) measurable on ∆ if there exists a sequence
(fn)n∈N of simple functions such that

lim
n→∞

‖fn(t)− f(t)‖ = 0

almost everywhere on ∆. It can be shown that if the range of f is separable,
then f is measurable if and only if the scalar function t →<f(t), x∗> is
measurable for every x∗ ∈ X∗ (see, e.g., [12, Theorem 1.1.1]).

Proofs of the following properties can be found in [12, Corollary 1.1.2] and
[100, pp. 72–73].

Proposition 2.21. (a) Any continuous function f : ∆→ X is measurable;
(b) If (fn)n∈N is a sequence of measurable functions from ∆ to X converging

in norm almost everywhere in ∆ to f , then f is also measurable;
(c) If f : ∆→ X is measurable and F : ∆→ L(X,Y ) is strongly continuous,

then t→ F (t)f(t) is measurable.

If f is a simple function (2.32), then we define its integral by

∫

∆

f(t)dt =
m∑

k=1

xkµ(∆k).

If for a given function f we can choose a sequence of simple functions (fn)n∈N

in such a way that

lim
n→∞

∫

∆

‖fn(t)− f(t)‖dt = 0, (2.33)

then we say that f is (Bochner) integrable on ∆ and define the integral by

∫

∆

f(t)dt := lim
n→∞

∫

∆

fn(t)dt.

This definition is independent of the choice of the sequence (fn)n∈N.
A great advantage of this definition is that the class of Bochner measurable

functions can easily be characterized.

Theorem 2.22. A function f : ∆→ X is Bochner integrable if and only if it
is measurable; ‖f‖ is Lebesgue integrable on ∆. Moreover,

∥∥∥∥∥∥

∫

∆

f(t)dt

∥∥∥∥∥∥
≤
∫

∆

‖f(t)‖dt.
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Proof. If f is Bochner integrable, then there is a sequence (fn)n∈N of simple
functions converging a.e. to f and f is thus measurable. Moreover, for a simple
function g =

∑
i χ∆i

xi we have ‖g‖ =
∑

i χ∆i
‖xi‖ as for each t ∈ ∆ at

most one term of the sum is non-zero. Thus, for each n, ‖fn‖ is a simple
scalar function and, as ‖fn‖ → ‖f‖, we see that ‖f‖ is also measurable. The
integrability of ‖f‖ follows from

∫

∆

‖f(t)‖dt ≤
∫

∆

‖fn(t)‖dt +

∫

∆

‖f(t)− fn(t)‖dt,

where the right-hand side is finite for any n from the definitions of the Bochner
integral and of the integral of a simple function (recall that the subsets in the
definition of the simple function have, by definition, finite measure). Moreover

∥∥∥∥∥∥

∫

∆

f(t)dt

∥∥∥∥∥∥
= lim

n→∞

∥∥∥∥∥∥

∫

∆

fn(t)dt

∥∥∥∥∥∥
≤ lim

n→∞

∫

∆

‖fn(t)‖dt =

∫

∆

‖f(t)‖dt,

where, because ‖fn(t)‖ are simple functions converging to ‖f‖, the last equal-
ity follows from the definition of the Lebesgue integral.

Let us assume now that f is Bochner measurable and ‖f‖ is integrable.
Thus, in particular, f is finite almost everywhere. By definition there is a
sequence (fn)n∈N of simple functions converging to f pointwise on ∆ \ ∆′,
with µ(∆′) = 0, where f is finite. We define a new sequence by

gn(t) =

{
fn(t) if ‖fn(t)‖ ≤ (1 + a)‖f(t)‖,
0 otherwise,

(2.34)

where a is a positive constant. We note that these are still simple functions
as the only possible new value taken by gn is 0. Moreover, because both ‖fn‖
and ‖f‖ are measurable, the above modification occurs on measurable sets.
Then ‖gn(t)‖ ≤ ‖f(t)‖(1 + a) and because for each t ∈ ∆ \∆′ and for each
ǫ there is n0 such that ‖fn(t)‖ ≤ ‖f(t)‖ + ǫ for all n ≥ n0, we see that for
each t ∈ ∆ \ ∆′ there is n0 such that gn(t) = fn(t) for n ≥ n0 and hence
limn→∞ ‖gn(t)− f(t)‖ = 0 on ∆\∆′. Because ‖f(t)− gn(t)‖ ≤ (2+a)‖f(t)‖
and ‖f‖ is integrable, we see that ‖f−gn‖ is also integrable and we can apply
the scalar dominated convergence theorem to claim that

lim
n→∞

∫

∆

‖gn(t)− f(t)‖dt = 0.

⊓⊔

Using this theorem one can prove that for Bochner integrable functions
both the Fubini theorem and the Lebesgue dominated convergence theorem
are valid.
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The space of Bochner integrable functions f : ∆ → X is denoted by
L1(∆,X). It can be proved that, equipped with the norm

‖f‖1 :=

∫

∆

‖f(t)‖dt,

it is a Banach space. In the same way we can define spaces Lp(∆,X), 1 < p <
∞, of Bochner measurable functions which have finite norm

‖f‖p :=

⎛
⎝
∫

∆

‖f(t)‖pdt

⎞
⎠
1/p

;

these are also Banach spaces. By replacing ‖f‖ by ‖f‖p in (2.34) and following
the rest of the proof we see that simple functions are also dense in Lp(∆,X).

Example 2.23. In this example we address several questions arising when the
Banach space X in the definition of the Bochner integral is a space Lp(Ω),
1 ≤ p < ∞, Ω ⊂ Rm and, in particular, what relationship there is between
Lp(∆,Lp(Ω)) and Lp(∆ × Ω). To explain the problem arising here, let p =
1. We note that by the Fubini theorem, any function f ∈ L1(∆ × Ω) is
integrable over Ω for almost all t ∈ ∆ and can thus be treated as an element
of L1(∆,L1(Ω)). On the other hand, L1(∆,L1(Ω)) really is a space of classes
of equivalence of classes of equivalence. Thus, to find a representation of f
as a function of (t, s) ∈ ∆ × Ω, we first select a Bochner measurable f(·) on
∆ and then, for each t ∈ ∆, we select f(t, ·) which is measurable on Ω. It is
not clear a priori whether such a procedure leads to (t, s)→ f(t, s) which is
measurable on ∆×Ω, that is, whether there is f̄ measurable on ∆×Ω such
that, for almost all (t, s) ∈ ∆×Ω,

[f(t)](s) = f̄(t, s), (2.35)

where, for a given t ∈ ∆, [f(t)](·) is a representation of f(t) ∈ L1(Ω).
If f is a measurable function on Ω and χA is a characteristic function of

a measurable A ⊂ ∆, then χAf is measurable on ∆ × Ω. Thus, any simple
function is also measurable on ∆×Ω.

First, let µ(Ω) < +∞ and f ∈ L1(∆,Lp(Ω)). By (2.3) we have also
f ∈ L1(∆,L1(Ω)). Denote by (fn)n∈N a sequence of simple functions ap-
proximating f in (2.33) and let fn(t, s) be a representation of fn which is
measurable on ∆×Ω. Then, by the Fubini theorem we obtain

lim
n,m→∞

∫

∆

‖fn(t)− fm(t)‖dt =

∫

∆

∫

Ω

|fn(t, s)− fm(t, s)|dsdt = 0

and hence (fn)n∈N is a Cauchy sequence in L1(∆ × Ω). Let f̄ ∈ L1(∆ × Ω)
be its limit. Using Fubini’s theorem again, we see that for almost any t ∈ ∆,
f̄(t, ·) ∈ L1(Ω) so f̄ ∈ L1(∆,L1(Ω)). Thus, we can write
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∫

∆

‖f(t)− f̄(t)‖dt ≤
∫

∆

‖f(t)− fn(t)‖dt +

∫

∆

∫

Ω

|fn(t, s)− f̄(t, s)|dsdt,

and, passing to the limit as n → ∞, we obtain f(t) = f̄(t, ·) for almost any
t ∈ ∆ and thus f̄ is a measurable representation of f on ∆×Ω; that is, we can
write [f(t)](s) = f̄(t, s) for almost every (t, s). Moreover, from the definition
of f̄ , we have, again by the Fubini theorem

∥∥∥∥∥∥

∫

∆

fn(t)dt−
∫

∆

f̄(t, ·)dt

∥∥∥∥∥∥
≤
∫

Ω

∫

∆

|fn(t, s)− f̄(t, s)|dtds

=

∫

∆

∫

Ω

|fn(t, s)− f̄(t, s)|dsdt→ 0,

as n→∞; hence ⎡
⎣
∫

∆

f(t)dt

⎤
⎦ (s) =

∫

∆

f̄(t, s)dt (2.36)

for almost all s ∈ Ω, where the integral on the left-hand side is the Bochner
integral and on the right-hand side we have the scalar Lebesgue integral.

If µ(Ω) = ∞, then we consider the sequence FN (t) = χΩN
f(t), where

ΩN = BN∩Ω, where BN is the ball with radius N in Rm. Now, to approximate
FN we can take the sequence (χBN

fn)n∈N and using the same representation
of (fn)n∈N for each N , we see that the corresponding representations f̄N of
FN satisfy f̄N (t, s) = f̄M (t, s)|∆×ΩN

for M > N almost everywhere. Because
µ is σ-finite, (f̄N )N∈N converges almost everywhere on ∆×Ω to a measurable
representation of f on ∆×Ω. We establish the validity of (2.36) in this case
in a similar way.

Thus, for any f ∈ L1(∆,Lp(Ω)) there is a measurable representation f̄
on ∆ × Ω, which clearly satisfies f̄(t, ·) ∈ Lp(Ω) for almost any t ∈ ∆.
In particular, the identification (2.35) establishes an isometric isomorphism
between L1(∆,L1(Ω)) and L1(∆×Ω) and in what follows we consider these
two spaces to be identical, that is,

L1(∆,L1(Ω)) = L1(∆×Ω). (2.37)

Simple functions are dense in Lp(∆,Lp(Ω)) for p ∈ [1,∞), therefore we can
repeat all the above considerations to show that for this range of p we also
have

Lp(∆,Lp(Ω)) = Lp(∆×Ω) (2.38)

(up to the isometry (2.35)).

Due to the fact that the definition of the integral involves only linear oper-
ations and passing to the limit, the Bochner integral commutes with bounded
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linear operators: for any A ∈ L(X,Y ) and Bochner integrable function f , Af
is Bochner integrable and

A

∫

∆

f(t)dt =

∫

∆

Af(t)dt. (2.39)

Moreover, (2.39) also holds if (A,D(A)) is a closed operator, an integrable
function f : ∆ → X satisfies f(t) ∈ D(A) for almost any t ∈ ∆, and t →
Af(t) is Bochner integrable (see, e.g., [12, Proposition 1.1.7]).

2.1.6 The Laplace Integral

In this section we work with ∆ = R+ (so t = t), p = 1, and a complex Banach
space X. Similarly, as in the scalar case, we define L1,loc(R+, X) as the set
of all functions f that are Bochner integrable on [0, a] for every a ∈ R+. It
should be noted that if f ∈ L1(R+, X), then by the dominated convergence
theorem, we have

∞∫

0

f(t)dt = lim
a→∞

a∫

0

f(t)dt.

However, the limit on the right-hand side may exist without f being Bochner
integrable on R+.

Let f ∈ L1,loc(R+, X). For λ ∈ C we consider the Laplace integral

Lf(λ) = lim
a→∞

a∫

0

e−λtf(t)dt. (2.40)

We define the abscissa of convergence of f by

abs(f) = inf{ℜλ; Lf(λ) exists}. (2.41)

It follows, [12, Proposition 1.4.1], that the Laplace integral Lf(λ) converges
if ℜλ > abs(f) and diverges if ℜλ < abs(f). We say that abs(f) = −∞ if
the Laplace integral exists for any λ ∈ C, and abs(f) = ∞ if the domain of
convergence is empty.

Let abs(f) < +∞. The function

λ→ Lf(λ), ℜλ > abs(f)

is called the Laplace transform of f . It is an analytic function of λ, [12, The-
orem 1.5.1].

We define the exponential growth bound of f by

ω(f) = inf{ω ∈ R; sup
t≥0
‖e−ωtf(t)‖ <∞}. (2.42)
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It is clear that abs(f) ≤ ω(f) but, in general, the inequality here is strict.

Indeed, the function f(t) = eteet

cos(eet

) has the property that ω(f) = ∞,
however abs(f) = 0; see [12, Example 1.4.4].

An important role is played by the uniqueness of the Laplace transform.
We have, [12, Theorem 1.7.3]:

Theorem 2.24. Let f, g ∈ L1,loc(R+, X) with abs(f), abs(g) < +∞ and let
λ0 > max{abs(f), abs(g)}. If Lf(λ) = Lg(λ) whenever λ > λ0, then f(t) =
g(t) for almost all t ∈ R+.

The operational properties of the vector-valued Laplace transform parallel
those of the scalar case. However, for further reference, we note some of them
in detail. For the proofs we refer the reader to [12, pp. 37–39].

Proposition 2.25. Let f ∈ L1,loc(R+, X).

(a) If T ∈ L(X,Y ), then (T ◦ f) ∈ L1,loc(R+, Y ); moreover, if Lf(λ) exists
for some λ ∈ C, then (L(T ◦ f))(λ) exists and (L(T ◦ f))(λ) = T (Lf(λ)).

(b) Suppose that A is a closed operator on X, f(t) ∈ D(A) for almost all t
and A◦ f ∈ L1,loc(R+, X). If Lf(λ) and (L(A◦ f))(λ) both exist for some
λ ∈ C, then Lf(λ) ∈ D(A) and (L(A ◦ f))(λ) = A(Lf(λ)).

(c) Let F (t) =
∫ t

0
f(s)ds. If ℜλ > 0 and Lf(λ) exists, then LF (λ) exists and

LF (λ) = Lf(λ)/λ.

Inversion of the Laplace transform is of paramount importance in applications
but the general theory, especially for Banach space valued functions, is quite
involved and is usually stated in terms of the Laplace–Stieltjes rather than the
standard Laplace transform. We need a rather crude version of the inversion
formula so we do not enter into details here. However, we have to introduce
some preliminary notions. If ω(f) < +∞, then by considering functions t →
e−ωtf(t) for some ω > ω(f) we can confine our attention to functions f

satisfying f ∈ L∞(R+). In such cases, F (t) =
∫ t

0
f(s)ds is globally Lipschitz

continuous on R+ and the above-mentioned Laplace–Stieltjes transform of F
coincides with Lf .

Remark 2.26. In the scalar case, any Lipschitz continuous function is abso-
lutely continuous and any absolutely continuous function is differentiable al-
most everywhere and representable as an indefinite integral of its derivative;
see Example 2.3. This is no longer true in a general Banach space X. It can be
proved, [12, Proposition 1.2.4], that differentiability a.e. of Lipschitz contin-
uous and absolutely continuous X-valued functions are equivalent properties
of the underlying Banach space X and such an X is said to have the Radon–
Nikodým property. It is known, [12, pp. 20–21], that reflexive spaces have the
Radon–Nikodým property, whereas c0 and L1 spaces have not.

Coming back to inversion of the Laplace transform, we have the following
result which is a simplified version of [12, Theorem 2.3.4].
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Theorem 2.27. If f ∈ L∞(R+) and F (t) =
∫ t

0
f(s)ds, then

F (t) = lim
k→∞

1

2πi

c+ik∫

c−ik

eλt(Lf)(λ)
dλ

λ
, (2.43)

where the limit is uniform for t ∈ [0, a] for any a > 0 and c > 0 is arbitrary.

We note that if Lf is absolutely integrable along an imaginary line ω ± i∞
with ω > ω(f), then the derivative of the integrand with respect to t > 0
is Bochner integrable. Thus, by differentiating (2.43) with respect to t and
shifting the result by ω, we obtain

f(t) = lim
k→∞

1

2πi

ω+ik∫

ω−ik

eλt(Lf)(λ)dλ. (2.44)

Due to their importance in the theory of semigroups, strongly continuous
operator-valued functions deserve special attention. Let F : R+ → L(X,Y )
be such a function. The exponential growth bound of F is defined as in (2.42)
with the norm taken to be the operator norm of F (t).

The convergence of the Laplace integral (2.40) for a strongly continuous
function F is understood in the strong, that is, pointwise sense, as

LF (λ)x = lim
a→∞

a∫

0

e−λtF (t)xdt, (2.45)

for any x ∈ X. As x →
∫ a

0
e−λtF (t)xdt is a bounded operator for any λ ∈ C

and any a, the transform LF (λ), if exists, is also a bounded operator by the
Banach–Steinhaus theorem. The abscissa of convergence is defined, respec-
tively, as

abs(F ) = inf{ℜλ;

a∫

0

e−λtF (t)dt converges strongly as a→∞}

= sup{abs(Fx); x ∈ X}, (2.46)

where Fx(t) = F (t)x. As before, abs(F ) ≤ ω(F ).
The notion of convolution and its Laplace transform are extremely impor-

tant in applications. We have the following result, [12, Proposition 1.3.4].

Proposition 2.28. Let f ∈ L1,loc(R+, X) and let F : R+ → L(X,Y ) be a
strongly continuous function. Then the convolution

(F ∗ f)(t) :=

t∫

0

F (t− s)f(s)ds (2.47)
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exists (as the Bochner integral) and is a continuous function from R+ to Y .
Moreover, if 1 ≤ p, q, r ≤ ∞ satisfy 1/p+1/q = 1+1/r,

∫∞
0
‖F (t)‖pdt <∞,

and f ∈ Lq(R+, X), then F ∗f ∈ Lr(R+, Y ) and the Young inequality is valid:

‖F ∗ f‖r ≤ ‖f‖q

⎛
⎝

∞∫

0

‖F (t)‖pdt

⎞
⎠

1/p

. (2.48)

Remark 2.29. The convolution defined by (2.47) is a particular case, for func-
tions with support in R+, of the convolution over the whole real line. The
Young inequality also holds in the latter, more general, case.

We prove the following result on the Laplace transform of the convolution
as it is be used in the sequel and the given formulation is not easy to find in
the literature.

Proposition 2.30. Assume that F : R+ → L(X) is a strongly continuous
function with the exponential bound ω(F ) < ∞ and f satisfies e−ωtf(t) ∈
L1(R+, X) for any ω > ω(F ). Then ω(F ∗ f) ≤ ω(F ) and

L(F ∗ f)(λ) = LF (λ)Lf(λ), λ > ω(F ). (2.49)

Proof. First, note that using Young’s inequality for r, p = ∞, q = 1, and
ω > ω(F ), we obtain

sup
t≥0
‖e−ωt(F ∗ f)(t)‖ ≤ sup

t≥0
‖e−ωtF (t)‖‖e−ωtf‖1 <∞,

so that the first claim is proved. Consider next the function (t, s)→ F (t)f(s)
on R+ × R+. If f(s) = χI(s)x, where χI is a characteristic function of a
measurable subset I of R+ and x ∈ X, then

F (t)f(s) = χI(s)F (t)x

is obviously measurable as a product of the continuous function F (t)x and
a scalar measurable function. By linearity, F ◦ f is measurable if f is a sim-
ple function. If f is measurable, then there is a sequence (fn)n∈N of simple
functions converging to f for almost every s in the norm of X and we can
obviously pass to the limit using boundedness of F (t) for each t. Then, with
ω > ω(F ) + ǫ, ǫ > 0 we see that

‖e−ωte−ωsF (t)f(s)‖ ≤ e−ǫt‖e−(ω−ǫ)tF (t)‖‖e−ωsf(s)‖ ≤ Ce−ǫt‖e−ωsf(s)‖

so that (t, s) → e−ω(t+s)F (t)f(s) is integrable on R+ × R+. Hence, the fol-
lowing calculations are correct for λ > ω(F ).
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L(F ∗ f)(λ) =

∞∫

0

⎛
⎝e−λt

t∫

0

F (t− s)f(s)ds

⎞
⎠ dt

=

∞∫

0

⎛
⎝

∞∫

s

e−λ(t−s)F (t− s)(e−λsf(s))dt

⎞
⎠ds =

∞∫

0

⎛
⎝

∞∫

0

e−λτF (τ)(e−λsf(s))dτ

⎞
⎠ds

=

∞∫

0

LF (λ)(e−λsf(s))ds = LF (λ)Lf(λ),

where we used the fact that the Laplace transform of a strongly continuous
function is a bounded linear operator on X for any λ for which it is defined,
and Proposition 2.25(a). ⊓⊔

2.1.7 Vector-valued Analytic Functions and Resolvents

It is worthwhile to spend some time on analytic functions with values in a
Banach space X. If (an)n∈N is a sequence of elements of X, we can consider
the formal power series

S =
∞∑

n=0
(λ− λ0)

nan, λ, λ0 ∈ C,

and define the radius of convergence of the series S by

R =
1

lim sup
n→∞

n
√
‖an‖

, (2.50)

where we adhere to the convention ∞ = 1/0 and 0 = 1/∞. As in the scalar
case, the convergence of S is determined by the Hadamard criterion: S con-
verges uniformly in norm on every compact set contained in the open disk
D(λ0, R) = {λ ∈ C; |λ−λ0| < R}, S does not converge whenever |λ−λ0| > R
and may or may not converge on the circle |λ− λ0| = R. An interesting con-
sequence of the Banach–Steinhaus theorem is the following lemma which is
useful later on, see Theorem 2.93.

Lemma 2.31. Assume that (An)n∈N is a sequence of bounded operators and
there is R > 0 such that for any x∗ ∈ X∗ and x ∈ X the series

∞∑
n=0

Rn <x∗, Anx> (2.51)

converges. Then the series
∞∑

n=0
znAn (2.52)

converges in the uniform topology at least for |z| < R.
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Proof. By redefining the operators according to AR
n = RnAn, we see that it is

enough to prove the theorem for R = 1. The convergence of the numerical se-
ries (2.51) requires the sequence (Anx)n∈N to be weakly bounded (even weakly
convergent to 0) but this implies the norm boundedness of this sequence (by
identifying Anx with elements of X∗∗ and using the Banach–Steinhaus theo-
rem together with (2.22)). Then, again using the Banach–Steinhaus theorem
we get the boundedness of (An)n∈N in the uniform operator topology. Hence,
the Hadamard criterion ensures that the radius convergence of (2.52) is at
least R. ⊓⊔

Analytic functions taking values in a Banach space are defined, as in the
scalar case, by being differentiable with respect to the complex variable. How-
ever, we can also define weak analyticity of f in the following way: we say
that C ⊃ U ∋ λ→ f(λ) ∈ X is weakly analytic if for any x∗ ∈ X∗ the scalar
function <x∗, f(λ)> is analytic. An important fact is that weakly analytic
functions are precisely analytic functions (see, e.g., [100, Theorem 3.10.1]).
Thus, it is not surprising that most properties of scalar analytic functions
carry over to the vector-valued case.

Let A be any operator in X. The resolvent set of A is defined as

ρ(A) = {λ ∈ C; λI −A : D(A)→ X is invertible}. (2.53)

We call (λI−A)−1 the resolvent of A and denote it by R(λ,A) = (λI−A)−1,
λ ∈ ρ(A). The complement of ρ(A) in C is called the spectrum of A and
denoted by σ(A). In general, it is possible that either ρ(A) or σ(A) is empty.
The spectrum is usually subdivided into three subsets.

• Point spectrum σp(A) is the set of λ ∈ σ(A) for which the operator λI−A
is not one-to-one. In other words, σp(A) is the set of all eigenvalues of A.

• Continuous spectrum σc(A) is the set of λ ∈ σ(A) for which the operator
λI −A is one-to-one and its range is dense in X but not equal to X.

• Residual spectrum σr(A) is the set of λ ∈ σ(A) for which the operator
λI −A is one-to-one and its range is not dense in X.

Remark 2.32. In this definition the sets σp(A), σc(A), σr(A) form a disjoint
partition of σ(A). In some recent works on semigroup theory (see e.g. [79, 12])
the requirement that the operator λI −A is one-to-one for λ ∈ σc(A)∪ σr(A)
is dropped, paving the way to define another subset of a spectrum, called the
approximate spectrum, which consists of all λ ∈ σ(A) for which λI − A is
either not one-to-one or its range is not closed in X. Approximate spectrum
plays an important role in the theory of asymptotic behaviour of semigroups
but because these topics are outside the scope of this book, we stick to the
classical definitions of the partition of the spectrum.

In the following considerations, either ρ(A) = ∅, in which case the given
results are void, or ρ(A) �= ∅ whereupon R(λ,A) is a bounded operator for
λ ∈ ρ(A) and, consequently, A is closed.
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The resolvent of any operator A satisfies the resolvent identity

R(λ,A)−R(µ,A) = (µ− λ)R(λ,A)R(µ,A), λ, µ ∈ ρ(A), (2.54)

from which it follows, in particular, that R(λ,A) and R(µ,A) commute. It
follows that ρ(A) is an open set and R(λ,A) is an analytic function of λ ∈ ρ(A)
which can be written as the power series

R(λ,A) =
∞∑

n=0
(µ− λ)nR(µ,A)n+1 (2.55)

for |µ− λ| < ‖R(µ,A)‖−1 so that the iterates of the resolvent and its deriva-
tives are related by

dn

dλn
R(λ,A) = (−1)nn!R(λ,A)n+1. (2.56)

For any bounded operator the spectrum is a compact subset of C so that
ρ(A) �= ∅. If A is bounded, then the limit

r(A) = lim
n→∞

n
√
‖An‖ (2.57)

exists and is called the spectral radius. Clearly, r(A) ≤ ‖A‖. We have the
following theorem.

Theorem 2.33. The spectral radius of A has the following properties.

(i) We have

R(λ,A) =
∞∑

n=0
λ−(n+1)An, (2.58)

where the series converges in the operator norm for |λ| > r(A).
(ii) For |λ| < r(A) the series in (2.58) diverges (in the operator norm).
(iii)

r(A) = sup
λ∈σ(A)

|λ|. (2.59)

Remark 2.34. Equation (2.58) with λ = 1:

(I −A)−1 =
∞∑

n=0
An, (2.60)

is referred to as the Neumann series and is one of the basic results in applied
functional analysis giving an explicit representation of the solution to

x−Ax = f

with ‖A‖ < 1 (or, more precisely, with r(A) < 1). Thus, it is a linear coun-
terpart of the Banach contraction principle.
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Theorem 2.35. If λn → λ, λn ∈ ρ(A), and {‖R(λn, A)‖}n∈N is bounded,
then λ ∈ ρ(A).

Proof. If ‖R(λn, A)‖ ≤ M for all n, then by (2.55) we see that each λn is
a centre of a disc |µ − λn| < 1/M , where the series converges and therefore
defines a resolvent. Because the radii of these discs do not depend on n, λ
belongs to some of them, thus λ ∈ ρ(A). ⊓⊔
Remark 2.36. From this theorem it follows that ‖R(λ,A)‖ blows up when λ
approaches σ(A).

For an unbounded operator A the role of the spectral radius often is played
by the spectral bound s(A) defined as

s(A) = sup{ℜλ; λ ∈ σ(A)} (2.61)

Example 2.37. To illustrate the concepts introduced in this subsection, we
continue the study of the differential operators from Examples 2.1 and 2.19 in
the spaces Lp, 1 ≤ p < +∞. Thus, let T be the operator defined by Tf = f ′

on D(T ) = {f ∈ AC(I); f ′ ∈ Lp([0, 1])}. The equation λf − Tf = 0 has
a solution fλ(x) = eλx which belongs to X for any λ ∈ C. Hence, σ(T ) =
σp(T ) = C and ρ(T ) = ∅.

If we consider the restriction T0 of T to the domain D(T0) := {f ∈
D(T ); f(0) = f(1) = 0}, which appeared in Example 2.19 in connection
with the adjoint of T , then clearly σp(T0) = ∅. However, if g ∈ Im(λI − T0),
that is, g = (λI − T0)f for some f ∈ D(T0), then

1∫

0

e−λxg(x)dx = λ

1∫

0

e−λxf(x)dx−
1∫

0

e−λxf ′(x)dx = 0.

As it is easy to see that this condition is also sufficient for g ∈ Im(λI−T0), we
see that Im(λI−T0) is closed in X for any λ and therefore σ(T0) = σr(T0) = C

and hence ρ(T0) = 0. It is worthwhile to note that in this case the inverse of
λI − T0 exists on Im(λI − T0) and it is a bounded operator there.

Thus, T is too large, and T0 is too small an operator for its resolvent to
exist. Introducing the intermediate operator T1 := T |D(T1), where D(T1) :=
{f ∈ D(T ); f(1) = 0}, we find that the resolvent

R(λ, T1)g(x) = eλx

1∫

x

e−λyg(y)dy (2.62)

exists for any λ ∈ C, so that σ(T1) = ∅ and ρ(T1) = C. To find the norm
of the resolvent, we use the scalar version of the Young inequality (2.48) on
the whole line. Letting r = p, q = 1, we define fλ(x) = eλxχ[−1,0](x), and
g̃(x) = g(x) for x ∈ [0, 1] and g̃(x) = 0 for x > 1 and x < 0. The formula
(2.62) is valid for all x, so that
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‖R(λ, T1)g‖Lp([0,1]) ≤ ‖R(λ, T1)g‖Lp(R) ≤ ‖fλ‖L1(R)‖g̃‖Lp(R)

=
1− e−λ

λ
‖g‖Lp([0,1]). (2.63)

Later, in Chapters 8 and 9, we encounter differential operators defined on
the positive half-line. Here we have a look at the simplest such case. Let
X = Lp(R+) and D(T ) = {f ∈ X; f ∈ AC(R+), f ′ ∈ X}. As before,
uλ(x) = eλx are formal solutions of λf −Tf = 0, however, they are in X only
if ℜλ < 0. Thus, σp(T ) = {λ ∈ C; ℜλ < 0}. On the other hand, by direct
integration, we find that for any λ ∈ C with ℜλ > 0, the operator

R(λ, T )g(x) =

∞∫

x

e−λ(y−x)g(y)dy (2.64)

is the resolvent of T . As before, its norm can be found by the Young inequality,
this time with fλ(x) = eλxχ(−∞,0](x),ℜλ > 0.

‖R(λ, T )g‖p ≤ ‖fλ‖1‖g‖p =
1

λ
‖g‖p. (2.65)

Similar discussion applies to the operator T defined in X = Lp(R). In this
case, we find that the point spectrum is empty and both open half-planes
{λ ∈ C; ℜλ ≷ 0} are in ρ(T ). It follows that for ℜλ > 0 the formula (2.64)
extended to x < 0 still gives the resolvent with the estimate above. For ℜλ < 0
direct integration gives

R(λ, T )g(x) = −
x∫

−∞

eλ(x−y)g(y)dy (2.66)

and the norm estimate ‖R(λ, T )g‖p = |λ|−1‖g‖p follows.
So far, in both half-line and full-line cases, we have left aside the question

of whether the imaginary line iR is in σ(T ), or in ρ(T ). To answer, let h be
a differentiable function with ‖h‖p = 1 and define hǫ(x) = ǫ1/peiβxh(ǫx) for
some β ∈ R. Then (iβI − T )hǫ(x) = −ǫ1+1/peiβxh′(ǫx). We have

‖hǫ‖p
p = ǫ

∫

I

|h(ǫx)|pdx = ‖h‖p
p = 1,

and

‖(iβI − T )hǫ‖p
p = ǫ1+p

∫

I

|h′(ǫx)|pdx = ǫp‖h′‖p
p,

where I is either R+ or R. Thus, we see that the inverse operator transforms
sequences of functions converging to zero to sequences of functions from the
unit sphere and thus the inverse cannot be continuous. Hence, iR ⊂ σ(T )
(with equality if I = R).
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Let us consider one more example, of a multiplication operator, which later
appears in applications.

Example 2.38. Let X = Lp(Ω), 1 ≤ p < +∞ and consider a measurable and
almost everywhere finite function a : Ω → C. We call the set

aess(Ω) := {λ ∈ C; µ ({x ∈ Ω; |a(x)− λ| < ǫ}) �= 0 for all ǫ > 0}

the essential range of a. It is easy to see that

‖a‖L∞(Ω) = sup{|λ|; λ ∈ aess(Ω)}.

We introduce the maximal multiplication operator Maf := af on

D(Ma) := {f ∈ Lp(Ω); af ∈ Lp(Ω)}.

It can be proved that (Ma, D(Ma)) is closed and densely defined. In fact,
let fn → f and afn → g in X. Then we can select a common subsequence
such that fnk

→ f and afnk
→ g almost everywhere. Thus af = g almost

everywhere. For the density of the domain, for any f ∈ X we take the sequence
(fn)n∈N defined by fn(x) = f(x) if |a(x)| ≤ n and fn(x) = 0 if |a(x)| > n
almost everywhere. Clearly, fn ∈ D(Ma). Because a is almost everywhere
finite, fn → f almost everywhere and because |fn| ≤ |f |, fn → f in X.

Moreover, Ma is bounded if and only if a ∈ L∞(Ω). Indeed, let a /∈
L∞(Ω). It is sufficient to consider the case when, for each n, there is a set
Ωn with µ(Ωn) > 0 such that a ≥ n a.e. on Ωn. Then fn = (µ(Ωn))−1/pχΩn

satisfies ‖fn‖p = 1 and ‖Mafn‖p ≥ n so that Ma is unbounded. The converse
statement is obvious. From this result we immediately obtain that Ma has a
bounded inverse if and only if 0 �∈ aess(Ω) and σ(Ma) = aess(Ω).

2.1.8 Spaces of Type L

In applications we use standard sequence and function spaces. The most often
used sequence spaces are the space c0 of all sequences converging to 0 equipped
with the norm

‖x‖ = sup
n∈N

|xn|,

where x = (xn)n∈N, and the spaces lp of sequences that are summable with
some power p ∈ [1,∞) where the norm is given by

‖x‖p :=

( ∞∑
n=0
|xn|p

)1/p

. (2.67)

The function spaces were discussed in Subsection 2.1.1. Let us recall that the
norm in the spaces of continuous functions C(Ω) is given

‖u‖ = sup
s∈Ω

|u(s)|,
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whereas the counterparts of the lp norm (2.67) were defined in (2.1).
In Section 1.1 we introduced the semigroup approach to the abstract

Cauchy problem (1.2) in which we use functions t → u(t) taking values in
a Banach space X. In many cases the space X itself is a space of numeri-
cally valued functions or of classes of functions defined on some set Ω so that
the solution should be a scalar function of several variables. Then we would
like the differentiation u′ in (1.2) to be somehow equivalent to the partial
differentiation with respect to variable t as in (1.1).

If X = C(Ω), then the connection is obvious: for each t there is a single
function u(t) = φ(t, ·) continuous with respect to the second variable. If u is
differentiable in the norm of X at t = t0, then there is u′(t0) = ψ(t0, ·) for
which

lim
t→t0

sup
s∈Ω

∣∣∣∣
φ(t, s)− φ(t0, s)

t− t0
− ψ(t0, s)

∣∣∣∣ = 0

but from this it follows that for each s ∈ Ω we have

lim
t→t0

φ(t, s)− φ(t0, s)

t− t0
= ψ(t0, s).

The situation is far less obvious if each u ∈ X corresponds to a class of
numerically valued functions, as in the case of Lp spaces. We discussed this
in Example 2.23. To deal with such problems, in [100] the authors introduced
the concept of spaces of type L which we now explain.

Consider the space L0(Ω, dµ) where Ω is a σ-finite measure space; see
Section 2.1.1. If φ1 and φ2 are functions defined on Ω, then we write φ1 ≈
φ2, if they differ on a set of measure 0, that is, if they represent the same
element of L0(Ω, dµ). Let X ⊂ L0(Ω, dµ) be a Banach space and let [f ](·) be
a representative of f ∈ X. We say that X is of type L if it has the following
two properties.

(i) If u is a continuous X-valued function defined on I = [α, β], then there
exists a function φ measurable on the product [α, β]×Ω such that u(t) =
φ(t, ·) for each t ∈ [α, β]. Note: u(t) = φ(t, ·) means equality in X.

(ii) If u is continuous on I = [α, β] and φ is any function that is measurable
on I ×Ω and satisfies u(t) = φ(t, ·) for each t ∈ [α, β], then

⎡
⎣

β∫

α

u(t)dt

⎤
⎦ (·) ≈

β∫

α

φ(t, ·)dt, (2.68)

where the integral on the left-hand side is the abstract Riemann inte-
gral and the integral on the right-hand side is the Lebesgue integral of
numerically valued functions.

The following two theorems have been proved in [100, pp. 69–71].

Theorem 2.39. Any space Lp(Ω), 1 ≤ p <∞ is of type L.
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Proof. If u is strongly continuous on I = [α, β], then it belongs to L1(I,X)
by Proposition 2.21(a) and Theorem 2.22. Hence, by Example 2.23, there is
a function φ0 measurable on I × Ω, such that [u(t)](·) = φ0(t, ·) for almost
all t ∈ I. We can modify this function on the set of measure zero to make
this equality hold for all t ∈ I without changing measurability so that the
property (i) is satisfied.

Property (ii) follows directly from (2.36) and the fact that for continuous
functions Riemann and Bochner integrals coincide. ⊓⊔

Next we show that the identification of abstract functions and their mea-
surable representations extend to their derivatives.

Theorem 2.40. Let X be a Banach space of type (L). If u is an X-valued
function on I = [α, β], n-times continuously differentiable, then there exists a
numerically valued function φ(t, s) measurable on I×Ω such that for 0 ≤ k ≤
n−1, ∂k

t φ(t, s) is absolutely continuous for each s ∈ Ω, and ∂k
t φ(t, ·) = u(k)(t)

for each t ∈ I. Moreover ∂n
t φ(t, s) exists almost everywhere in I × Ω and

∂n
t φ(t, ·) = u(n)(t) for almost all t ∈ I.

Proof. Let y(t) = u(n)(t). By (i) there exists a numerically valued measurable
function φ0(t, s) on I ×Ω such that y(t) = φ0(t, ·). Define

φ1(t, s) =

t∫

α

φ0(z, s)dz.

From property (ii) this integral can be replaced by the Riemann integral of
u(n) so that

φ1(t, ·) =

t∫

α

u(n)(z)dz = u(n−1)(t)− u(n−1)(α). (2.69)

The integral
∫ t

α
φ0(z, s)dz may not exist for a set of s-measure 0. In this case

we redefine φ0(t, s) to vanish identically for such s. Because the modification
is made on a set of measure zero, the redefined function can be used as well as
the original one. In such a case φ1(t, s) will be absolutely continuous in t for
any s. Furthermore, φ1(t, s) is measurable on I ×Ω as the indefinite integral
of a measurable function.

Because for each s, φ1(t, s) is absolutely continuous in t, it is differentiable
in t almost everywhere on I. From this, however, it does not follow that the
set on which φ1 is not differentiable is measurable in the product I ×Ω (and
of measure zero). However, the function

φ+
1 (t, s) = lim sup

h→0

φ1(t + h, s)− φ1(t, s)

h
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is measurable in I×Ω. Let F ⊂ I×Ω be the set where φ+
1 (t, s) �= φ0(t, s); then

F is measurable in I×Ω. However, because for each s we have differentiability
a.e. in t, each s-section of F is of measure zero and because F is measurable,
we see that F has measure zero (this follows from the Fubini theorem for the
characteristic function of F – the iterated integral with respect to t vanishes
for each s). The same argument can be applied to lim inf, therefore we have

∂tφ1(t, s) = φ0(t, s)

almost everywhere in I ×Ω and hence the equality holds almost everywhere
in s for almost all t ∈ I. In other words

∂tφ1(t, ·) = u(n)(t).

Next, we apply (ii) to φ1(t, s) and obtain

φ2(t, s) =

t∫

α

φ1(z, s)dz

and, by (2.69),

φ2(t, ·) =

t∫

α

(
u(n−1)(z)−u(n−1)(α)

)
dz= u(n−2)(t)−u(n−2)(α)−(t−α)u(n−1)(α).

Again, φ2(t, s) is measurable on I×Ω, but now, because φ1(t, s) is absolutely
continuous in t for each s, we obtain that

∂tφ2(t, s) = φ1(t, s)

at all points of I ×Ω.
Proceeding in this way, we finally obtain

φn(t, s) =

t∫

α

φn−1(z, s)dz,

where

φn(t, ·) = u(t)−
n−1∑
k=0

(t− α)k

k!
u(k)(α).

Because α is fixed, we can take any representation u(k)(α) and obtain in this
way the desired representation of u, namely,

φ(t, s) = φn(t, s) +
n−1∑
k=0

(t− α)k

k!
[u(k)(α)](s).

⊓⊔
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2.2 Banach Lattices and Positive Operators

In many processes in the natural sciences only nonnegative solutions are mean-
ingful. This is the case when the solution is a probability, a density function,
the absolute temperature, and so on. Thus, mathematical models of such pro-
cesses should have the property that nonnegative data yield nonnegative solu-
tions. If we work in concrete spaces of functions, then the notion of positivity
is natural: either pointwise for continuous functions or almost everywhere in
the spaces of measurable functions. However, in a general setting we have to
find an abstract notion generalizing the pointwise concepts of positivity.

2.2.1 Defining Order

In a given vector space X an order can be introduced either geometrically,
by defining the so-called positive cone (in other words, what it means to be
a positive element of X), or through the axiomatic definition. We follow the
second approach and the reader interested in the first is referred to the survey
article [49].

Definition 2.41. Let X be an arbitrary set. A partial order (or simply, an
order) on X is a binary relation, denoted here by ‘≥’, which is reflexive,
transitive, and antisymmetric, that is,

(1) x ≥ x for each x ∈ X;
(2) x ≥ y and y ≥ x imply x = y for any x, y ∈ X;
(3) x ≥ y and y ≥ z imply x ≥ z for any x, y, z ∈ X.

We need a number of related conventions and definitions. The notation x ≤ y
means y ≥ x. An upper bound for a set S ⊂ X is an element x ∈ X satisfying
x ≥ y for all y ∈ S. An element x ∈ S is said to be maximal if there is no
S ∋ y �= x for which y ≥ x. A lower bound for S and a minimal element are
defined analogously. A greatest element (respectively, a least element) of S is
an x ∈ S satisfying x ≥ y (respectively, x ≤ y) for all y ∈ S.

We note here that in an ordered space there are generally elements that
cannot be compared and hence the distinction between maximal and greatest
elements is important. A maximal element is the ‘largest’ amongst all com-
parable elements in S, whereas a greatest element is the ‘largest’ amongst all
elements in S. If a greatest (or least) element exists, it must be unique by
axiom (2).

The supremum of a set is its least upper bound and the infimum is the
greatest lower bound. The supremum and infimum of a set need not exist. It
is worthwhile to emphasize that an element s is a supremum of the set S if,
for any upper bound y of S, we have s ≤ y.

Let x, y ∈ X and x ≤ y. The order interval [x, y] is defined by

[x, y] := {z ∈ X; x ≤ z ≤ y}.
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For a two-point set {x, y} we write x ∧ y or inf{x, y} to denote its infimum
and x∨y or sup{x, y} to denote supremum. We say that X is a lattice if every
pair of elements (and so every finite collection of them) has both supremum
and infimum.

From now on, unless stated otherwise, any vector space X is real.

Definition 2.42. An ordered vector space is a vector space X equipped with
partial order which is compatible with its vector structure in the sense that

(4) x ≥ y implies x + z ≥ y + z for all x, y, z ∈ X;
(5) x ≥ y implies αx ≥ αy for any x, y ∈ X and α ≥ 0.

The set X+ = {x ∈ X; x ≥ 0} is referred to as the positive cone of X.
If the ordered vector space X is also a lattice, then it is called a vector

lattice or a Riesz space.

Example 2.43. Typical examples of Riesz spaces are provided by function
spaces. If X is a vector space of real-valued functions on a set Ω, then we can
introduce a pointwise order in X by saying that f ≤ g in X if f(x) ≤ g(x) for
any x ∈ S. Equipped with such an order, X becomes an ordered vector space.
Let us define on X × X the operations f ∨ g and f ∧ g by taking pointwise
maxima and minima; that is, for any f, g ∈ X,

(f ∨ g)(x) := max{f(x), g(x)},
(f ∧ g)(x) := min{f(x), g(x)}.

We say that X is a function space if f ∨ g, f ∧ g ∈ X, whenever f, g ∈ X.
Clearly, a function space with pointwise ordering is a Riesz space. Examples
of function spaces are offered by the spaces of all real functions RΩ or all real
bounded functions M(Ω) on a set Ω, and by, defined earlier, spaces C(Ω),
C(Ω), or lp, 1 ≤ p ≤ ∞.

If Ω is a measure space, then all above considerations are valid when the
pointwise order is replaced by f ≤ g if f(x) ≤ g(x) almost everywhere. With
this understanding, L0(Ω) and Lp(Ω) spaces with 1 ≤ p ≤ ∞ become function
spaces and are thus Riesz spaces.

Example 2.44. A convex cone in a vector space X is a set C characterised by
the properties:

(i) C + C ⊂ C;
(ii) αC ⊂ C for any α ≥ 0;
(iii) C ∩ (−C) = {0}.
We show that X+ is a convex cone in X. In fact, from axiom (4) we see that
if x, y ≥ 0, then x + y ≥ 0 + y = y ≥ 0, so (i) is satisfied. From (5) we
immediately have (ii) and, again using (4), we see that if x ≥ 0 and −x ≥ 0,
then 0 ≥ x so that by (2) we obtain x = 0.

On the other hand, let C be a convex cone in a vector space X. If we
define the relation ‘≥’ in X by the formula y ≥ x if and only if y − x ∈ C,
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then X becomes an ordered vector space such that X+ = C. In fact, because
x−x = 0 ∈ C, we have x ≥ x for any x ∈ X which gives (1). Next, let x−y ∈ C
and y − x ∈ C. Then by (iii) we obtain axiom (2). Furthermore, if x− y ∈ C
and y− z ∈ C, then we have x− z = (x− y) + (y− z) ∈ C by (i). Hence ≥ is
a partial order on X. To prove that X is an ordered vector space, we consider
x−y ∈ C and z ∈ X; then (x+z)− (y+z) = x−y ∈ C which establishes (4).
Finally, if x− y ∈ C and α ≥ 0, then αx− αy = α(x− y) ∈ C by (ii) so that
(5) is satisfied. Moreover, X+ = {x ∈ X; x ≥ 0} = {x ∈ X; x− 0 ∈ C} = C.

The cone C of X is called generating if X = C − C; that is, if every vector
can be written as a difference of two positive vectors or, equivalently, if for
any x ∈ X there is y ∈ X+ satisfying y ≥ x.

The Archimedean property of real numbers is that there are no infinitely
large or small numbers. In other words, for any r ∈ R+, limn→∞ nr = ∞ or,
equivalently, limn→∞ n−1r = 0. Following this, we say that a Riesz space X
is Archimedean if infn∈N{n−1x} = 0 holds for any x ∈ X+. In this book we
only deal with Archimedean Riesz spaces.

The operations of taking supremum or infimum have several useful prop-
erties which make them similar to the numerical case. We list and prove them
to give the reader an idea of how to operate with abstract definitions.

Proposition 2.45. [6, Theorem 1.2] For arbitrary elements x, y, z of a Riesz
space, the following identities hold.

1. x + y = sup{x, y}+ inf{x, y};
2. x + sup{y, z} = sup{x + y, x + z} and x + inf{y, z} = inf{x + y, x + z};
3. sup{x, y} = − inf{−x,−y} and inf{x, y} = − sup{−x,−y};
4. α sup{x, y} = sup{αx, αy} and α inf{x, y} = inf{αx, αy} for α ≥ 0.

Proof. 1. From inf{x, y} ≤ y we obtain x + inf{x, y} ≤ x + y so that x ≤
x + y − inf{x, y} and similarly y ≤ x + y − inf{x, y}. Hence, sup{x, y} ≤
x + y − inf{x, y}; that is,

x + y ≥ sup{x, y}+ inf{x, y}.

On the other hand, because y ≤ sup{x, y}, in a similar way we obtain x+ y−
sup{x, y} ≤ x and also x + y − sup{x, y} ≤ y so that

x + y ≤ sup{x, y}+ inf{x, y}

and the identity in property 1 follows.
2. Clearly, x + y ≤ x + sup{y, z} and x + z ≤ x + sup{y, z} and thus

sup{x + y, x + z} ≤ x + sup{y, z}. On the other hand, y = −x + (x + y) ≤
−x+ sup{x+y, x+z} and similarly z = −x+(x+z) ≤ −x+sup{x+y, x+z}
so that sup{y, z} ≤ −x + sup{x + y, x + z} or, equivalently x + sup{y, z} ≤
sup{x+ y, x+ z}. Together, we obtain x+ sup{y, z} = sup{x+ y, x+ z}. The
other identity can be proved in the same manner.
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3. Because x, y ≤ sup{x, y}, we obtain that − sup{x, y} ≤ −x and
− sup{x, y} ≤ −y and so − sup{x, y} ≤ inf{−x,−y}. On the other hand,
if −x ≥ z and −y ≥ z, then x, y ≤ −z and hence −z ≥ sup{x, y}.
This shows that − sup{x, y} is the infimum of the set {−x,−y}; that is,
− sup{x, y} = inf{−x,−y}. To get the second identity we replace x by −x
and y by −y in the first one.

4. Let α > 0. Clearly, sup{αx, αy} ≤ α sup{x, y}. If z ≥ αx, αy, then
α−1z ≥ x, y, hence sup{x, y} ≤ α−1z which implies α sup{x, y} ≤ z; that is,
z = sup{αx, αy}. The second one is proved in the same way. ⊓⊔

For an element x in a Riesz space X we can define its positive and negative
part, and its absolute value, respectively, by

x+ = sup{x, 0}, x− = sup{−x, 0}, |x| = sup{x,−x}.

The functions (x, y) → sup{x, y}, (x, y) → inf{x, y}, x→ x± and x→ |x| are
collectively referred to as the lattice operations of a Riesz space. The relation
between them is given in the next proposition.

Proposition 2.46. If x is an element of a Riesz space, then

x = x+ − x−, |x| = x+ + x−. (2.70)

Thus, in particular, the positive cone in a Riesz space is generating.

Proof. By Proposition 2.45(1) and (3) we have

x = x + 0 = sup{x, 0}+ inf{x, 0} = sup{x, 0} − sup{−x, 0} = x+ − x−.

Furthermore, from Theorem 2.45(2) and (4), and the previous result we get

|x| = sup{x,−x} = sup{2x, 0} − x = 2 sup{x, 0} − x = 2x+ − x

= 2x+ − (x+ − x−) = x+ + x−.

⊓⊔

The absolute value has a number of useful properties that are reminiscent
of the properties of the scalar absolute value; that is, for example, |x| = 0 if
and only if x = 0, |αx| = |α||x| for any x ∈ X and any scalar α, as well as
some others which are proved below.

For a subset S of a Riesz space we write

sup{x, S} = x ∨ S := {sup{x, s}; s ∈ S},
inf{x, S} = x ∧ S := {inf{x, s}; s ∈ S}.

The following infinite distributive laws are used later.
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Proposition 2.47. [6, Theorem 1.5] and [116, Theorem 2.13.1] Let S be a
nonempty subset of a Riesz space X. If supS exists, then sup{inf{x, S}} and
sup{sup{x, S}} exist for each x ∈ X and

sup{inf{x, S}} = inf{x, supS},
sup{sup{x, S}} = sup{x, supS}. (2.71)

Similarly, if inf S exists, then inf{sup{x, S}}, inf{inf{x, S}} exist for each
x ∈ X and

inf{sup{x, S}} = sup{x, inf S},
inf{inf{x, S}} = inf{x, inf S}. (2.72)

Proof. Let us assume y = supS exists. Because for any s ∈ S we have
inf{x, s} ≤ inf{x, y}, we can write

sup{inf{x, S}} ≤ inf{x, supS}

provided the left-hand side exists. To prove the existence and the equality, we
should prove that if z ≥ inf{x, s} for any s ∈ S, then z ≥ inf{x, supS}. Using
property 2 of Proposition 2.45, we have

s = inf{x, s}+ sup{x, s} − x ≤ z + sup{x, s} − x ≤ z + sup{x, y} − x

for any s ∈ S so that taking the supremum over S we get

y ≤ z + sup{x, y} − x.

Again using Proposition 2.45, x + y − sup{x, y} = inf{x, y} and therefore

inf{x, supS} = inf{x, y} ≤ z

which proves the first equation of (2.71).
To prove the second identity, again let y = supS exist and note that

sup{x, y} is an upper bound for the set sup{x, S}. If z is another upper bound
for this set we have z ≥ sup{x, s} ≥ s for all s ∈ S. Hence z ≥ y. Because
z ≥ x, we get z ≥ sup{x, y}. Thus sup{x, y} = sup{sup{x, S}}.

Identities (2.72) can be proved in the same way. ⊓⊔

The following inequalities are essential in proving the relations between
order and norm in the later sections.

Proposition 2.48. [6, Theorem 1.6] For arbitrary elements x, y, z of a Riesz
space X, the following inequalities hold.

1. ||x| − |y|| ≤ |x + y| ≤ |x|+ |y|;
2. | sup{x, z} − sup{y, z}| ≤ |x− y| and | inf{x, z} − inf{y, z}| ≤ |x− y|.
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Proof. 1. Clearly, we have x + y ≤ |x| + |y| and −x − y ≤ |x| + |y| so that
|x+y| = sup{x+y,−x−y} ≤ |x|+|y|. From this we see that |x| = |(x+y)−y| ≤
|x+y|+|y| and in the same way |y| ≤ |x+y|+|x|. Hence, by the same argument,
||x| − |y|| ≤ |x + y|.

2. By Proposition 2.45, item 3, we have sup{x, z} = sup{(x− z) + z, (z −
z) + z} = sup{x− z, 0}+ z and hence

sup{x, z} − sup{y, z} = (sup{x− z, 0}+ z)− (sup{y − z, 0}+ z)

= (x− z)+ − (y − z)+

= ((x− y) + (y − z))+ − (y − z)+.

Next, obviously a + b ≤ sup{a, 0} + sup{b, 0} and 0 ≤ sup{a, 0} + sup{b, 0}
for any a, b ∈ X so that

((x− y) + (y − z))+ − (y − z)+ = sup{(x− y) + (y − z), 0} − (y − z)+

≤ sup{x− y, 0}+ sup{y − z, 0} − (y − z)+ = (x− y)+ ≤ |x− y|.

Similarly, sup{y, z} − sup{x, z} ≤ |x− y| and thus

| sup{y, z} − sup{x, z}| ≤ |x− y|.

The second inequality can be proved in the same way. ⊓⊔

We note that the existence of suprema or infima of finite sets, ensured by
the definition of a Riesz space, does not extend to infinite sets. This warrants
introducing a more restrictive class of spaces.

Definition 2.49. We say that a Riesz space X is Dedekind (or order) com-
plete if every nonempty and bounded from above subset of X has a least upper
bound. X is said to be σ-Dedekind or (σ-order) complete, if every bounded
from above nonempty countable subset of X has a least upper bound.

Remark 2.50. In some definitions, [6, p. 12], for a Riesz space X to be order
complete, it is enough if any directed upward set of nonnegative elements has a
supremum in X. Here, a set S ⊂ X is called directed upward if for any x, y ∈ S
there is z ∈ S such that x ≤ z and y ≤ z. We prove that the supremum of
any set (if it exists) can be obtained through a directed set of nonnegative
elements so that both definitions are equivalent.

Let S be a nonempty subset of X. First, we show that supS can be replaced
by supS, where S is the set of all suprema of finite collections of elements from
S. It suffices to show that the sets of upper bounds for both sets are the same.
If u is an upper bound for S, then u ≥ s for any s ∈ S but then, from the
definition of supremum, u ≥ x for any x ∈ S. Conversely, if u is an upper
bound for S, then, because the supremum of a set is not smaller than any of
its elements, we obtain u ≥ s for any s ∈ S. Hence both suprema exist or do
not exist at the same time and are equal in the former case. By the second
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equation of (2.71) we see that the set S is directed. Note that we have proved
even more: for any x, y ∈ S we can take z = sup{x, y} ∈ S.

Next, let x0 ∈ S. Then supS and supS1 := sup{x ∈ S; x ≥ x0} either
both exist and are equal, or do not exist. In fact, clearly any upper bound
for S is also an upper bound for S1. Conversely, if u is an upper bound for
S1, then for any x ∈ S, sup{x0, x} ∈ S and thus sup{x0, x} ∈ S so that
u ≥ sup{x0, x} ≥ x. Hence we always can replace S by a set of nonnegative
elements using the shift

supS = sup{x ∈ S; x ≥ x0} = sup{x− x0; x ∈ S, x− x0 ≥ 0}+ x0.

Example 2.51. Order complete Riesz spaces are Archimedean. To show this,
let X be an order complete Riesz space and assume that x ≤ n−1y for some
x, y ∈ X+ and any n ∈ N. Because u = sup{nx; n ∈ N} exists in X, we can
write nx = (n+ 1)x− x ≤ u− x. Taking the supremum of both sides, we find
u = u− x which yields x ≤ 0. Because x is positive, we have x = 0.

Example 2.52. The space C([0, 1]) is not σ-order complete (and thus also not
order complete). To see this, consider the sequence of functions given by

fn(x) =

⎧
⎪⎨
⎪⎩

1 for 0 ≤ x ≤ 1
2 − 1

n ,

n
(

1
2 − x

)
for 1

2 − 1
n < x ≤ 1

2 ,

0 for 1
2 < x < 1.

This is clearly an increasing sequence bounded from above by g(x) ≡ 1.
However, it converges pointwise to a discontinuous function f(x) = 1 for
x ∈ [0, 1/2) and f(x) = 0 for x ∈ [1/2, 0]. In general, spaces C(Ω) are not
σ-order complete unless Ω consists of isolated points.

On the other hand, the spaces lp, 1 ≤ p ≤ ∞, are clearly order complete,
as taking the coordinatewise suprema of sequences bounded from above by
an lp sequence produces a sequence which is in lp.

If we move to the spaces Lp(Ω), p ∈ {0}∪[1,∞], then the problem becomes
more complicated. Because the measure is σ-finite, the supremum and the
infimum of a countable subset of measurable functions are measurable, L0(Ω)
and L∞(Ω) are σ-order complete by definition, and the spaces Lp(Ω) also
are σ-order complete by the dominated convergence theorem for Lebesgue
integrals.

The proof that they are also order complete is much more delicate; see
[2, Problem 1.6.5] or [116, Example 4.23.2]. We recall that µ is assumed to
be σ-finite and S ⊂ L0(Ω). By Remark 2.50 we can assume that S consists
of nonnegative elements satisfying sup{f, g} ∈ S whenever f, g ∈ S. Let
Ω =

⋃∞
n=1 Ωn with 0 < µ(Ωn) < +∞ and define ρ : L0,+(Ω)→ [0,∞) by

ρ(f) =
∞∑

n=1

1

2nµ(Ωn)

∫

Ωn

f

1 + f
dµ.
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It is clear that ρ has the following properties: (a) f ∈ L1,+(Ω) satisfies ρ(f) =
0 if and only if f = 0; (b) if 0 ≤ f ≤ g and ρ(f) = ρ(g), then f = g; and (c) if
(fn)n∈N ⊂ L0,+(Ω) converges to f in an increasing way, then ρ(fn)→ ρ(f).

The function ρ is bounded on L0,+(Ω), therefore we can set m :=
supg∈S ρ(g) < +∞ and choose a sequence (fn)n∈N ⊂ S such that ρ(fn) con-
verges to m. Because S was assumed to be a directed set, we can construct this
sequence to be increasing. Furthermore, S is bounded from above and (fn)n∈N

is countable, thus it follows that there is f ∈ L0,+(Ω) such that fn converges
to f in an increasing way. By property (c), we also have ρ(fn)ր ρ(f).

We show that f = supS. First, f is an upper bound for S. In fact, let g ∈ S.
Then sup{g, fn} ∈ S for any n ∈ N and by (2.71) we get supn{sup{g, fn}} =
sup{g, f}. From fn ≤ sup{g, fn} and ρ(sup{g, fn}) ≤ m we obtain by (c)
that ρ(sup{g, f}) = m. Because 0 ≤ f ≤ sup{g, f}, property (b) gives f =
sup{g, f}, hence f ≥ g and f is an upper bound for S. Let h ∈ L0(Ω) be
another upper bound. Then fn ≤ h, but because f is the pointwise limit
almost everywhere of (fn)n∈N, we have f ≤ h and thus f = supS ∈ L0,+(Ω).

The fact that Lp(Ω) are also order complete for 1 ≤ p ≤ ∞ then follows
from the Lebesgue dominated convergence theorem for p < +∞ and directly
from the definition for p =∞.

Remark 2.53. The notions of sublattice, ideal, band, and unit do not play
any significant role in the theory developed in this book. However, they are
important in the general theory of Riesz spaces and it is thus useful to have
some understanding of them. We point out that a vector subspace X0 of a
vector lattice X, which is ordered by the order inherited from X, may fail
to be a vector sublattice of X in the sense that X0 may be not closed under
lattice operations. For instance, the subspace

X0 := {f ∈ L1(R);

∞∫

−∞

f(t)dt = 0}

does not contain any nontrivial nonnegative function, and thus it is not closed
under the operations of taking f± or |f |.

Accordingly, we call X0 a vector sublattice or a Riesz subspace if X0 is
closed under lattice operations. Actually, it is sufficient (and necessary) if it is
closed under one lattice operation; that is, X0 is a vector sublattice if one of
the following conditions holds: (i) |x| ∈ X0; (ii) x± ∈ X0, whenever x ∈ X. A
subset S of a vector lattice is called solid if for any x, y ∈ X from y ∈ S and
|x| ≤ |y| it follows that x ∈ S. A solid linear subspace is called ideal; ideals are
automatically Riesz subspaces. A band in X is an ideal that contains suprema
of all its subsets. Any subset S ⊂ X uniquely determines the smallest (in the
inclusion sense) Riesz subspace (respectively, ideal, band) in X containing S,
called the Riesz subspace (respectively, ideal, band) generated by S.

If S = {x} consists of a single point, then the ideal generated by it, called
the principal ideal generated by x, is given by
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Ex = {y ∈ X; there exists λ ≥ 0 such that |y| ≤ λ|x|}.

If for some vector e ∈ X we have Ee = X, then e is called an order unit. A
principal band generated by x ∈ X is given by

Bx = {y ∈ X; sup
n∈N

{|y| ∧ n|x|} = |y|}.

An element e ∈ X is said to be a weak unit if Be = X. It follows that, in a
Banach lattice, e > 0 is a weak unit if and only if, for any x ∈ X, |x| ∧ e = 0
implies x = 0. Every order unit is a weak unit. If X = C(Ω), where Ω is
compact, then any strictly positive function is an order unit. On the other
hand, Lp spaces, 1 ≤ p < +∞, will not typically have order units, as they
include functions that could be unbounded. However, any strictly positive a.e.
Lp function is a weak order unit.

2.2.2 Banach Lattices

As the next step, we investigate the relation between the lattice structure and
the norm when X is both a normed and an ordered vector space.

Definition 2.54. A norm on a vector lattice X is called a lattice norm if

|x| ≤ |y| implies ‖x‖ ≤ ‖y‖. (2.73)

A Riesz space X complete under the lattice norm is called a Banach lattice.

Property (2.73) gives the important identity:

‖x‖ = ‖|x|‖, x ∈ X. (2.74)

In fact, because x ≤ |x|, we have |x| ≤ |(|x|)| = |x| ≤ |x| so that we have both
‖x‖ ≤ ‖|x|‖ and ‖|x|‖ ≤ ‖x‖.
Proposition 2.55. If X is a normed lattice, then all lattice operations are
uniformly continuous in the norm of X with respect to all variables involved.

Proof. Putting z = 0 in the Proposition 2.48(2), and taking norms, we imme-
diately get continuity of x→ x± and thus, by (2.70), of x→ |x|. Using again
Proposition 2.48(2) and the triangle inequality from (1), we obtain

| sup{x, z} − sup{y, v}| ≤ |x− y|+ |z − v|,

which yields continuity of sup with respect to both variables. Continuity of
inf is obtained analogously. ⊓⊔

A linear functional x∗ on a vector lattice is said to be positive if <x∗, x>≥ 0
for any x ∈ X+. Bounded positive functionals form a convex cone in X∗ and
thus define a natural ordering of X∗. It can be proved, [6, Theorem 12.1], that
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the normed dual of a normed Riesz space is a Banach lattice under this order.
Moreover, the following stronger versions of norm representation formulae
(2.21), (2.20) hold,

‖x‖ = sup
0≤x∗∈B∗

<x∗, x>, (2.75)

and
‖x∗‖ = sup

0≤x∈B
<x∗, x> . (2.76)

In addition, the evaluation map X → X∗∗ is a lattice isometry so that X
becomes a Riesz subspace of X∗∗.

Two important classes of Banach lattices that play a significant role later
are provided by the AL- and AM - spaces.

Definition 2.56. We say that a Banach lattice X is

(i) an AL-space if ‖x + y‖ = ‖x‖+ ‖y‖ for all x, y ∈ X+,
(ii) an AM-space if ‖x ∨ y‖ = max{‖x‖, ‖y‖} for all x, y ∈ X+.

Example 2.57. Standard examples of AM -spaces are offered by the spaces
C(Ω), where Ω is either a bounded subset of Rn, or in general, a compact
topological space. Also the space L∞(Ω) is an AM -space. On the other hand,
most known examples of AL-spaces are the spaces L1(Ω). We observe later
that these examples exhaust all (up to a lattice isometry) cases of AM - and
AL-spaces. However, particular representations of these spaces can be very
different and include, for example, spaces of charges and measures of bounded
variation; see [5, Sections 7.6, 8.12 and 8.13].

Remark 2.58. In some sources (see, e.g., [1, 6]) the definition of AL- and AM -
spaces requires that x and y satisfy additionally x ∧ y = 0. If x and y are
functions, then this requirement means that supports of x and y should be
disjoint. In the functional setting it is clear that the properties stipulated
in Definition 2.56 hold irrespective of whether the supports of x and y are
disjoint or not. Because AM - and AL-spaces are lattice isometric to respective
function spaces, both definitions are equivalent, [2, Problem 3.1.7].

It can be proved, [6, Theorem 12.22] and [1, Theorem 3.3], that a Banach
lattice X is an AL-space (respectively, AM -space) if and only if its dual X∗ is
an AM -space (respectively, AL-space). Moreover, if X is an AL-space, then
X∗ is a Dedekind complete AM -space with unit e∗ defined by X∗ ∋ e∗(x) =
‖x+‖ − ‖x−‖ for x ∈ X (thus e∗ coincides with the norm of x on the positive
cone). Moreover, if X is an AM -space with unit e, then X∗∗ is also an AM -
space with unit e.

Any AM -space X with unit e can be equivalently normed by

‖x‖∞ = inf{λ > 0; |x| ≤ λe}
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(see, e.g., [6, p. 188]). In this norm the unit ball of X coincides with the order
interval [−e, e]. On the other hand, any Banach lattice contains AM -spaces
with unit. Precisely speaking, [6, Theorem 12.20], the principal ideal generated
by any element u ∈ X with the norm

‖x‖∞ = inf{λ > 0; |x| ≤ λ|u|},

becomes an AM -space with unit |u|, whose closed unit ball coincides with the
order interval [−|u|, |u|].

The following results give the full characterisation of AL- and AM - spaces.

Theorem 2.59. [6, Theorem 12.26] A Banach lattice is an AL-space if and
only if it is lattice isometric to an L1(Ω) space.

Theorem 2.60. [6, Theorem 12.28] A Banach lattice X is an AM -space with
unit if and only if it is lattice isometric to some C(Ω) for a unique (up to
a homeomorphism) compact Hausdorff space Ω. In particular, X is an AM -
space if and only if it is lattice isometric to a closed vector sublattice of a
C(Ω) space.

Remark 2.61. Looking at these two theorems one may be tempted to discard
abstract concepts of AL- and AM -spaces and instead only focus on the spaces
C(Ω) and L1(Ω). Therefore it is important to note that the set Ω in, say, The-
orem 2.59, is an abstract locally compact and extremally disconnected Haus-
dorff topological space and therefore the amount of useful information about
a general AL-space which can be obtained by analysing its L1 representation
is very limited.

2.2.3 Positive Operators

Definition 2.62. A linear operator A from a Banach lattice X into a Banach
lattice Y is called positive, denoted by A ≥ 0, if Ax ≥ 0 for any x ≥ 0.

Example 2.63. For X = L1(Ω), a typical example of a positive operator is
offered by the integral operator

(Af)(x) =

∫

Ω

k(x,y)f(y)dy,

where k ≥ 0 is a measurable function on Ω. In general A is unbounded.

However, it becomes bounded if, for example,
∫
Ω

(ess supy∈Ω k(x,y))dx < +∞.

An operator A is positive if and only if |Ax| ≤ A|x|. This follows easily from
−|x| ≤ x ≤ |x| so, if A is positive, then −A|x| ≤ Ax ≤ A|x|. Conversely,
taking x ≥ 0, we obtain 0 ≤ |Ax| ≤ A|x| = Ax.



2.2 Banach Lattices and Positive Operators 53

If |Ax| = A|x| for all x ∈ X, then such A is called a lattice homomor-
phism. It can be proved, [6, Theorem 7.2], that lattice homomorphisms can
equivalently be defined as operators commuting with lattice operations, for
example, they are unique operators for which (Ax)± = Ax±. In addition, if
‖Ax‖ = ‖x‖, then A is called a lattice isometry.

Positive operators are fully determined by their behaviour on the positive
cone. Precisely speaking, we have the following theorem.

Theorem 2.64. If A : X+ → Y+ is additive, then A extends uniquely to a
positive linear operator from X to Y . Keeping the notation A for the extension,
we have, for each x ∈ X,

Ax = Ax+ −Ax−. (2.77)

Proof. Because the operation of taking positive and negative part is not linear,
it is not a priori clear that Ax := Ax+−Ax− is an additive operator. However,
by taking two representations of x: x = x+−x− = x1−x2 with x+, x−, x1, x2 ≥
0, we see that x+ +x2 = x− +x1 so that Ax+−Ax− = Ax1−Ax2 and Ax is
independent of the representation of x. As x + y = x+ + y+ − (x− + y−) is a
representation of x + y we see that A(x + y) = A(x+ − x−) + A(y+ − y−) =
Ax + Ay.

To prove homogeneity of A, we first observe that if 0 ≤ y ≤ x, then
Ay ≤ Ax. Obviously, from the additivity, it follows that A is finitely additive
and satisfies A(−x) = −A(x); thus it is homogeneous with respect to rational
numbers. Indeed, taking r = p/q, where p and q are integers, we have

pA(x) = A(px) = A

(
q
p

q
x

)
= qA

(
p

q
x

)
.

Now, let x ∈ X+, λ ≥ 0, and choose sequences of rational numbers (rn)n∈N

and (tn)n∈N satisfying 0 ≤ rn ≤ λ ≤ tn for all n ∈ N and monotonically
converging to λ. From the homogeneity for rational numbers we obtain

rnA(x) = A(rnx) ≤ A(λx) ≤ A(tnx) = tnA(x),

from where, using the fact that X is Archimedean, we obtain A(λx) = λAx.
Finally, by taking arbitrary x ∈ X and λ ≥ 0 we have

A(λx) = A(λx+)−A(λx−) = λ(A(x+ − x−)) = λAx,

and for λ < 0 the thesis follows by

A(λx) = −A(−λx) = λAx.

Finally, let us denote by B any other linear extension of A. It must be a
positive operator and because it is linear it must satisfy

Bx = B(x+ − x−) = Bx+ −Bx− = Ax+ −Ax− = Ax,

and hence the extension is unique. ⊓⊔
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Another frequently used property of positive operators is given in the
following theorem.

Theorem 2.65. If A is an everywhere defined positive operator from a Ba-
nach lattice to a normed Riesz space, then A is bounded.

Proof. If A were not bounded, then we would have a sequence (xn)n∈N sat-
isfying ‖xn‖ = 1 and ‖Axn‖ ≥ n3, n ∈ N. Because X is a Banach space,
x :=

∑∞
n=1n

−2|xn| ∈ X. Because 0 ≤ |xn|/n2 ≤ x, we have ∞ > ‖Ax‖ ≥
‖A(|xn|/n2)‖ ≥ ‖A(xn/n

2)‖ ≥ n for all n, which is a contradiction. ⊓⊔
Example 2.66. The assumption that X in Theorem 2.65 is a complete space
is essential. Indeed, let X be a space of all real sequences which have only a
finite number of nonzero terms. It is a normed Riesz space under the norm
‖x‖ = supn{|xn|}, where x = (xn)n∈N. Consider the functional

f(x) =
∞∑

n=1
xn.

It is a positive everywhere defined linear functional. However, taking the se-
quence of elements xn = (1, 1, . . . , 1, 0, 0, . . .), where 0 appears starting from
the n+ 1st place, we see that ‖xn‖ = 1 and f(xn) = n for each n ∈ N so that
f is not bounded.

A striking consequence of this fact is that all norms, under which X is
a Banach lattice, are equivalent as the identity map must be continuously
invertible, [6, Corollary 12.4].

The set of all positive operators from a Banach lattice X to another Banach
lattice Y is a convex cone in the space L(X,Y ), thus it generates a natural
order: A ≤ B whenever Ax ≤ Bx for all x ∈ X+. This cone, however, in
general does not generate L(X,Y ) (e.g., [6, Example 1.11]).

We point out here an easy and often used result on positive operators.

Proposition 2.67. If A is positive, then

‖A‖ = sup
x≥0, ‖x‖≤1

‖Ax‖.

Proof. Because ‖A‖ = sup‖x‖≤1 ‖Ax‖ ≥ supx≥0,‖x‖≤1 ‖Ax‖, it is enough to
prove the opposite inequality. For each x with ‖x‖ ≤ 1 we have |x| = x+ +
x− ≥ 0 with ‖x‖ = ‖|x|‖ ≤ 1. On the other hand, A|x| ≥ |Ax|, hence
‖A|x|‖ ≥ ‖|Ax|‖ = ‖Ax‖. Thus sup‖x‖≤1 ‖Ax‖ ≤ supx≥0,‖x‖≤1 ‖Ax‖ and the
statement is proved. ⊓⊔
Remark 2.68. As a consequence, we note that if 0 ≤ A ≤ B, then ‖A‖ ≤
‖B‖. Moreover, it is worthwhile to emphasize that if there exists K such that
‖Ax‖ ≤ K‖x‖ for x ≥ 0, then this inequality holds for any x ∈ X. Indeed, by
Proposition 2.67 we have ‖A‖ ≤ K and using the definition of the operator
norm, we obtain the desired statement.
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2.2.4 Relation Between Order and Norm

Existence of an order in some set X allows us to introduce in a natural way
the notion of convergence. However, in general, sequences are not sufficient to
properly describe all related phenomena and thus we have to resort to nets.

We say that an ordered set ∆ is directed if any pair of elements has an
upper bound. Then, by a net (xα)α∈∆ in a set X, we understand a function
from the index set ∆ into X.

By a subnet we understand a net (yβ)β∈B such that for any α ∈ ∆ there
is β ∈ B such that for each B ∋ β′ ≥ β there is α′ ≥ α such that yβ′ = xα′ .

Example 2.69. A sequence is a special example of a net with subsequences
being examples of subnets. However, a sequence may have subnets that are not
subsequences as shown in the following example. The net (ym,n)m,n∈N×N where
ym,n = m2+n2+2mn+1 and N×N is directed by the order (m,n) ≤ (m1, n1)
if m ≤ m1 and n ≤ n1, is a subnet of the sequence (xn)n∈N defined by
xn = n2 + 1. This follows from the fact that ym,n are elements of (xn)n∈N

with indices given by the function φ(m,n) = m + n. On the other hand,
(ym,n)m,n∈N×N is not a subsequence of (xn)n∈N.

A net (xα)α∈∆ in a normed space X converges to some point x ∈ X if for any
ǫ > 0 there is α0 ∈ ∆ such that for any α ≥ α0 we have ‖xα − x‖ ≤ ǫ. We

write this as xα
n→ x or explicitly limα∈∆ xα = x in norm.

A net (xα)α∈∆ in an ordered set X is said to be decreasing (in symbols
xα ↓) if for any α1, α2 ∈ ∆ with α1 ≥ α2 we have xα1

≤ xα2
. The notation

xα ↓ x means that xα ↓ and inf{xα; α ∈ ∆} = x. Furthermore, we write
xα ↓≥ x if the net is decreasing and xα ≥ x for all α ∈ ∆.

Symbols xα↑ , xα ↑ x, and xα ↑≤ x have analogous meaning.

Example 2.70. Any directed upward set ∆ is a net defined by the identity
function I : ∆ → ∆; that is, each element x ∈ ∆ is its own index. Moreover,
this net is clearly increasing.

Using these definitions we can analyse convergence of increasing and de-
creasing nets, where the limit is, respectively, the supremum or infimum of
the net. If (xα)α∈∆ is a net of arbitrary elements of X, then we say that it is
order convergent to x if there are nets (yβ)β∈B and (zγ)γ∈Γ such that yβ↑ x,
zγ ↓ x and such that for any β ∈ B and γ ∈ Γ there is α ∈ ∆ such that

yβ ≤ xα ≤ zγ . We write this as xα
o→ x. It can be proved, [1, p. 17], that we

can take the sets B and Γ to be equal.
In the next two examples we investigate some properties of order conver-

gence and its relation to taking supremum and infimum.

Example 2.71. We show that a net in a partially ordered space can have at
most one limit. Indeed, assume xα

o→ x and xα
o→ y and let the nets (yβ)β∈B ,

(zγ)γ∈Γ define the convergence of (xα)α∈∆ to x and the nets (vθ)θ∈Θ, (wµ)µ∈M

define the convergence of (xα)α∈∆ to y. By the definition of convergence and
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the definition of an ordered set, for each (β, γ) and (θ, µ) we can choose a
common α0 such that yβ ≤ xα ≤ zγ and vθ ≤ xα ≤ wµ for each α ≥ α0. This
means yβ ≤ wµ and vθ ≤ zγ for all β, µ, θ, γ which shows x ≤ y and y ≤ x
and establishes the uniqueness of the limit.

Example 2.72. Let X be an ordered set. If either xα↑ x or xα ↓ x, then xα
o→ x.

Conversely, if xα↑ (resp., xα ↓) and xα
o→ x, then xα↑ x (resp., xα ↓ x).

To see this, let xα↑ x and consider two nets (zα)α∈∆ and (yα)α∈∆, defined
by yα = xα and zα = x for each α ∈ ∆. Because yα ≤ xα ≤ zα, we obtain
immediately xα

o→ x.
To prove the converse, let the nets (yβ)β∈B , (zγ)γ∈Γ define the convergence

of (xα)α∈∆ to x. Thus, for each β, γ, there is α(β, γ) such that yβ ≤ xα ≤ zγ

for all α ≥ α(β, γ). Let us fix α. For any β, γ there is α′ ≥ sup{α(β, γ), α}
which implies xα ≤ xα′ ≤ zγ so that xα ≤ zγ for all α and γ. Because zγ ↓ x,
we see that xα ≤ x for any α so that x is an upper bound for the (xα)α∈∆.
If xα ≤ y holds for each α then, as above, we see that yβ ≤ y for each β and
because yβ ↑ x, we have x ≤ y so x is the least upper bound.

The decreasing case in both statements can be proved along the same lines.

Proposition 2.73. Let X be a normed lattice. Then:

(1) The positive cone X+ is closed.
(2) If X ∋ xα↑ and limα∈∆ xα = x in the norm of X, then

x = sup{xα; α ∈ ∆}.

(3) If X ∋ xα ↓ and limα∈∆ xα = x in the norm of X, then

x = inf{xα; α ∈ ∆}.

Proof. (1) Because X+ = {x ∈ X; x− = 0} and lattice operation X ∋ x →
x− ∈ X is continuous by Proposition 2.55, we see that X+ is closed.

(2) For any fixed α ∈ ∆ we have

lim
β∈∆

(xβ − xα) = x− xα

in norm and xβ − xα ∈ X+ for β ≥ α so that x − xα ∈ X+ for any α ∈ ∆
by (1). Thus x is an upper bound for the net {xα}α∈∆. On the other hand,

if xα ≤ y for all α, then 0 ≤ y − xα
n→ y − x so that, again by (1), we have

y ≥ x and hence x = sup{xα; α ∈ ∆}.
The proof of (3) is analogous. ⊓⊔

Example 2.74. The converse of Proposition 2.73(2) is false; that is, we may
have xα↑ x and (xα)α∈∆ does not converge in norm. Indeed, consider xn =
(1, 1, 1 . . . , 1, 0, 0, . . .) ∈ l∞, where 1 occupies only the n first positions. Clearly,
supn∈N xn = x := (1, 1, . . . , 1, . . .) but ‖xn − x‖∞ = 1.
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This example justifies introducing a special class of Banach lattices.

Definition 2.75. We say that a Banach lattice X has order continuous norm
if for any net (xα)α∈∆, xα ↓ 0 implies ‖xα‖↓ 0.

Before we give examples of Banach lattices with order continuous norm, we
state and prove basic properties of them.

Theorem 2.76. For a Banach lattice X, the statements below are equivalent.

(1) X has order continuous norm;
(2) If 0 ≤ xn↑≤ x holds in X, then (xn)n∈N is a Cauchy sequence;
(3) X is σ-order complete and xn ↓ 0 implies ‖xn‖ → 0;
(4) X is an ideal in X∗∗;
(5) For every a, b ∈ X, the order interval {x; a ≤ x ≤ y} is weakly compact.

Moreover, every Banach lattice with order continuous norm is order complete.

We prove equivalence of (1), (2) and (3) as they are directly relevant to the
material presented later in the book, whereas the others are proved in, for
example, [6, Theorem 12.9]. The proof depends on a general lemma.

Lemma 2.77. If X is Archimedean Riesz space and 0 ≤ xα↑≤ x for x, xα ∈
X, α ∈ ∆, then the set D := {y ∈ X; xα ≤ y} is directed downward and
zy,α ↓ 0 where zy,α = y − xα, (y, α) ∈ D ×∆.

Proof. Because X is a Riesz space, inf{y1, y2} ∈ D whenever y1, y2 ∈ D and
we see that D is directed downward. Let 0 ≤ u ≤ y−xα hold for all α ∈ ∆ and
all y ∈ D. Then xα ≤ y − u also holds for all α ∈ ∆ and so y − u ∈ D for all
y ∈ D. By induction, we obtain y− nu ∈ D for all n ∈ N and y ∈ D. Because
x ∈ D, we obtain 0 ≤ nu ≤ x for all n and because X is Archimedean, u = 0.
Thus, zy,α ↓ 0 holds. ⊓⊔
Proof of Theorem 2.76. (1)⇒(2). Let 0 ≤ xα↑≤ x in X and fix ǫ > 0. From
the lemma we obtain existence of a net (yλ)λ∈Λ ⊂ X such that zλ,α ↓ 0
where zλ,α = yλ − xα. Thus, there are λ0, α0 such that ‖yλ − xα‖ ≤ ǫ for
λ ≥ λ0, α ≥ α0. Using

‖xβ − xα‖ ≤ ‖xβ − yλ0
‖+ ‖yλ0

− xα‖

we obtain ‖xβ − xα‖ ≤ 2ǫ whenever α, β ≥ α0. Hence (xα)α∈∆ is also a
Cauchy net and therefore converges. This shows (2) (in a stronger net version).
Moreover, it follows from Example 2.52 that to prove order completness of
a Riesz space it is sufficient to prove existence of suprema of directed sets
of nonnegative elements, hence the argument above shows that X is order
complete.

(2)⇒ (3). (2) yields that X is order, and hence σ-order, complete. We have
0 ≤ x1 − xn ≤ x1 for any n ∈ N and hence (xn)n∈N is a Cauchy sequence. If

xn
n→ x, then Proposition 2.73 3. and ‖xn‖ → 0 imply x = 0.
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(3)⇒ (1). Let xα ↓ 0. If (xα)α∈∆ is not a Cauchy net, then for some
c > 0, we can choose a countable increasing set of indices αn ↑ for which
‖xαn+1

− xαn
‖ ≥ c for all n. Because X is assumed to be σ-order complete,

there is x ∈ X satisfying xαn
↓ x. The hypotheses of (3) imply then that

(xαn
)n∈N is a Cauchy sequence, which is a contradiction. Thus, (xα)α∈∆ is a

Cauchy net converging to some y ∈ X and Proposition 2.73(3) implies that
y = x and thus ‖xα‖↓ 0. ⊓⊔

Example 2.78. For 1 ≤ p <∞, the Banach lattice Lp(Ω) has order continuous
norm. Indeed, let fn ↓ 0 almost everywhere. Then ‖fn‖p =

∫
Ω
fp

ndµ→ 0 from
the dominated convergence theorem and the statement follows from Theorem
2.76(3) as Lp(Ω) is σ-order complete by Example 2.52.

Incidentally, this gives an independent proof that Lp(Ω), 1 ≤ p < ∞ are
order complete.

On the other hand, L∞(Ω) is order complete by Example 2.52 but its norm
is not order continuous. To see this, consider the σ-algebra Σ of measurable
subsets of Ω and let ∆ be the subset of Σ containing the sets which differ
from Ω by sets of positive measure, directed by the relation of inclusion.
Finally, take the net (χα)α∈∆ of characteristic functions of sets from ∆. Then
χΩ − χα ↓ 0 but ‖χΩ − χα‖ = 1 for all α ∈ ∆.

Remark 2.79. We note the following general result pertaining to characterisa-
tion of spaces with order continuous norm: a σ-order complete Banach lattice
X has order continuous norm if and only if l∞ is not lattice embeddable in X,
[6, p. 220]. (X is lattice embeddable in Y means that there exists an operator
T : X → Y with a‖x‖X ≤ ‖Tx‖Y ≤ b‖x‖X for some constants a, b, that is
also a lattice homomorphism.) In particular, separable σ-order complete Ba-
nach lattices always have order continuous norm as containing a copy of l∞
would make them nonseparable.

The importance of Banach lattices with order continuous norm stems mainly
from property 2 of Theorem 2.76 which states that increasing sequences dom-
inated in the order sense must necessarily converge in norm. There is an
important subset of this class with a stronger property that increasing and
norm bounded sequences are norm convergent.

Definition 2.80. We say that a Banach lattice X is a KB-space (Kan-
torovič–Banach space) if every increasing norm bounded sequence of elements
of X+ converges in norm in X.

Example 2.81. We observe that if xn ↑ x, then ‖xn‖ ≤ ‖x‖ for all n ∈ N

and thus any KB-space has order continuous norm by Theorem 2.76. Hence,
spaces which do not have order continuous norm cannot be KB-spaces. This
rules out the spaces of continuous functions, l∞ and L∞(Ω).

To see that the KB-class is indeed strictly smaller, let us consider the
space c0. First we prove that it has order continuous norm. It is clearly σ-
order complete. Let the sequence (xn)n∈N, given by xn = (xn

k )k∈N, satisfy
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xn ↓ 0. For a given ǫ > 0, we find k0 such that |x1
k| < ǫ for all k ≥ k0. Because

(xn)n∈N is decreasing, we also have |xn
k | < ǫ for all k ≥ k0 and n ≥ 1. Then,

we find n0 such that |xn
k | < ǫ for all n ≥ n0 and 1 ≤ k ≤ k0 and combining

these estimates we see that ‖xn‖ < ǫ for all n ≥ n0 so ‖xn‖ → 0.
On the other hand, let us again take the sequence xn = (1, 1, . . . , 1, 0, 0, . . .)

where 1 occupies n first positions. It is clearly norm bounded and increasing,
but it does not converge in norm to any element of c0. Hence, c0 has not got
an order continuous norm.

The next theorems characterize the KB-spaces which appear in applications.

Theorem 2.82. Assume that X is a weakly sequentially complete Banach
lattice. If (xn)n∈N is increasing and (‖xn‖)n∈N is bounded, then there is x ∈ X
such that

lim
n→∞

xn = x (2.78)

in X. In other words, weakly sequentially complete, and in particular reflexive,
Banach lattices are KB-spaces.

Proof. Let (xn)n∈N be an increasing and norm bounded sequence. For any
f ∈ X∗ we have

<f, xn> ≤ ‖f‖‖xn‖,
hence the numerical sequences (<f, xn>)n∈N are bounded. For f ≥ 0 they are
also increasing and thus convergent. For arbitrary f ∈ X∗ we have convergence
for f+ and f− and hence (xn)n∈N is weakly convergent so, because X is
weakly sequentially complete (and, in particular, if X is reflexive), we obtain
x ∈ X. Next, because <f, x> ≥ <f, xn> for all n and all f ∈ X∗

+, we get
<f, x − xn> ≥ 0, which shows that x − xn ≥ 0 as an element of X∗∗ but
because X is a sublattice of X∗∗, we obtain x− xn ≥ 0.

Thus, we have yn = x− xn ↓ 0 weakly. For arbitrary ǫ > 0 take a ball Bǫ

centered at 0 ∈ X. Using the Mazur theorem, [172, Theorem V.1.2], mentioned
in Remark 2.9, we obtain that 0 ∈ co{yn}n∈N, where co{yn}n∈N denotes the
convex envelope of the set {yn}n∈N. Thus, every neighbourhood of 0 contains
elements of co{yn}n∈N and hence there is a collection yn1 , · · · , ynk

together
with nonnegative scalars λn1 , · · · , λnk

with λn1 + · · · + λnk
= 1 such that

λn1
yn1

+ · · ·+ λnk
ynk

∈ Bǫ. Taking n ≥ max{n1, . . . , nk} we have

0 ≤ yn = yn(λn1 + · · ·+ λnk
) = λn1yn + · · ·+ λnk

yn

≤ λn1yn1 + · · ·+ λnk
ynk

∈ B(0, ǫ),

hence ‖yn‖ ≤ ǫ. Thus, limn→∞ xn = x in X. ⊓⊔

Theorem 2.83. Any AL-space is a KB-space.

Proof. If (xn)n∈N is an increasing and norm bounded sequence, then for 0 ≤
xn ≤ xm, we have
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‖xm‖ = ‖xm − xn‖+ ‖xn‖
as xm − xn ≥ 0 so that

‖xm − xn‖ = ‖xm‖ − ‖xn‖ = |‖xm‖ − ‖xn‖| .

Because, by assumption, (‖xn‖)n∈N is monotonic and bounded, and hence
convergent, we see that (xn)n∈N is a Cauchy sequence and thus converges. ⊓⊔

Remark 2.84. The appearance of c0 as an example of a space with order con-
tinuous norm, which is not a KB-space, is not a coincidence. It can be proved,
[6, Theorem 14.2], that the following properties are equivalent.

1. X is a KB-space;
2. X is weakly sequentially complete;
3. c0 is not (lattice) embeddable in X.

2.2.5 Complexification

Our main interest is in real operators on real Banach spaces. However, in some
cases, especially when we want to use spectral theory, we need to move the
problem to a complex space. This is done by the procedure called complexifi-
cation.

Definition 2.85. Let X be a real vector lattice. The complexification XC of
X is the set of pairs (x, y) ∈ X ×X where, following the scalar convention,
we write (x, y) = x + iy. Vector operations are defined as in scalar case

x1 + iy1 + x2 + iy2 = x1 + x2 + i(y1 + y2),

(α + iβ)(x + iy) = αx− βy + i(βx + αy).

The partial order in XC is defined by

x0 + iy0 ≤ x1 + iy1 if and only if x0 ≤ x1 and y0 = y1. (2.79)

The operators of the complex adjoint, real part, and imaginary part of z =
x + iy are defined through:

z̄ = x + iy = x− iy,

ℜz =
z + z̄

2
= x,

ℑz =
z − z̄

2i
= y.

Remark 2.86. Note, that from the definition, it follows that x ≥ 0 in XC is
equivalent to x ∈ X and x ≥ 0 in X. In particular, XC with partial order
(2.79) is not a lattice.
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Example 2.87. Any positive linear operator A on XC is a real operator; that
is, A : X → X. In fact, let X ∋ x = x+ − x−. By definition, Ax+ ≥ 0 and
Ax− ≥ 0 so Ax+, Ax− ∈ X and thus Ax = Ax+ −Ax− ∈ X.

It is a more complicated task to introduce a norm on XC because standard
product norms, in general, fail to preserve the homogeneity of the norm.

Example 2.88. Let us norm XC = X ×X by the Euclidean norm. Then,

‖(1 + i)(x + iy)‖2 = 2(‖x‖2 + ‖y‖2),

and on the other hand,

‖(1 + i)(x + iy)‖2 = ‖(x− y) + i(x + y)‖2 = ‖x− y‖2 + ‖x + y‖2

which gives the parallelogram identity in X yielding X to be a Hilbert space.

The simplest norm, compatible with multiplication by complex scalars, is

‖x + iy‖C = sup
θ∈[0,2π]

‖x cos θ + y sin θ‖. (2.80)

It can be proved, [2, Problem 1.1.7], that this is a norm satisfying

1

2
(‖x‖+ ‖y‖) ≤ ‖x + iy‖C ≤ ‖x‖+ ‖y‖

so that topological properties of XC and X are the same.
If A is a linear operator on X, then it can be extended to XC according

to the formula
AC(x + iy) = Ax + iAy.

Clearly, we have ‖A‖ ≤ ‖AC‖. Moreover,

‖(Ax)cos θ + (Ay)sin θ‖ ≤ ‖A‖‖x cos θ + y sin θ)‖ ≤ ‖A‖‖x + iy‖,

thus taking supremum over θ we obtain ‖AC‖ ≤ ‖A‖ and finally

‖AC‖ = ‖A‖. (2.81)

Remark 2.89. If for a linear operator A we prove that it generates a semigroup
of say, contractions, in X, then this semigroup will be also a semigroup of
contractions on XC , hence, in particular, A is a dissipative operator in the
complex setting. Due to this observation we confine ourselves to real operators
in real spaces.

The disadvantage of (2.80) is that (XC , ‖ · ‖C) will usually not inherit the
lattice structure from X. Thus it is important to find a norm on XC which
is compatible with the order in XC . This is done by first introducing the
modulus on XC . In the scalar case we obviously have
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sup
θ∈[0,2π]

(α cos θ + β sin θ)

= |α + iβ| sup
θ∈[0,2π]

(
α√

α2 + β2
cos θ +

β√
α2 + β2

sin θ)

= |α + iβ| sup
θ∈[0,2π]

cos(θ − θ0) = |α + iβ|, (2.82)

where cos θ0 = α/
√
α2 + β2 and sin θ0 = β/

√
α2 + β2. Mimicking this, for

x + iy ∈ XC we define

|x + iy| = sup
θ∈[0,2π]

(x cos θ + y sin θ).

It can be proved that this element exists. This follows because elements over
which we take the supremum belong to the principal ideal generated by |x|+|y|
and, as we noted when discussing AM -spaces, such an ideal is an AM-space
with unit |x|+ |y| and thus it is lattice isometric to some C(Ω). For C(Ω) the
existence of |x + iy| is proved pointwise by the argument leading to (2.82).

Such a defined modulus has all standard properties of the scalar complex
modulus, [2, Problem 3.2.2]: for any z, z1, z2 ∈ XC and λ ∈ C,

(a) |z| ≥ 0 and |z| = 0 if and only if z = 0,
(b) |λz| = |λ||z|,
(c) |z1 + z2| ≤ |z1|+ |z2| (triangle inequality),

and thus one can define another norm on the complexification XC by

‖z‖c = ‖x + iy‖c = ‖|x + iy|‖. (2.83)

Properties (a)–(c) and |x| ≤ |z|, |y| ≤ |z| imply

1

2
(‖x‖+ ‖y‖) ≤ ‖z‖c ≤ ‖x‖+ ‖y‖,

hence ‖·‖c is a norm on XC which is equivalent to ‖·‖C . As the norm ‖·‖ is a
lattice norm, we have ‖z1‖c ≤ ‖z2‖c, whenever |z1| ≤ |z2|, and ‖ · ‖c becomes
a lattice norm on XC .

Definition 2.90. A complex Banach lattice is an ordered complex Banach
space XC that arises as the complexification of a real Banach lattice X, ac-
cording to Definition 2.85, equipped with the norm (2.83).

We observe that if A is a positive operator between real Banach lattices
X and Y then, for z = x + iy ∈ XC , we have

(Ax)cos θ + (Ay)sin θ = A(x cos θ + y sin θ) ≤ A|z|

and therefore |ACz| ≤ A|z|. Hence for positive operators

‖AC‖c = ‖A‖. (2.84)
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There are examples, where ‖A‖ < ‖AC‖c, contrary to the previous complexi-
fication norm (see [2, Problem 3.2.9]).

Note that the standard Lp(Ω) and C(Ω) norms are of the type (2.83).
These spaces have a nice property of preserving the operator norm even for
operators which are not necessarily positive. To show this for Lp(Ω), let us
note that, in a similar way to (2.82),

π∫

−π

|α cos θ + β sin θ|pdθ = |α + iβ|p
π∫

−π

| cos(θ − θ0)|pdθ = Θ|α + iβ|p,

where Θ =
∫ π

−π
| cos θ|pdθ. Therefore

‖ACz‖p
c =

∫

Ω

|(Ax)(ω) + i(Ay)(ω)|pdω

= Θ−1

∫

Ω

π∫

−π

|(Ax)(ω)cos θ + (Ay)(ω)sin θ|pdθdω

= Θ−1

π∫

−π

∫

Ω

|(A(x cos θ + y sin θ)(ω)|pdωdθ

≤ ‖A‖p

∫

Ω

⎛
⎝Θ−1

π∫

−π

|x(ω)cos θ + y(ω)sin θ|pdθ

⎞
⎠ dω = ‖A‖p‖z‖p

c .

For C(Ω) this follows by (2.82) as we can interchange the order of taking
suprema.

2.2.6 Series of Positive Elements in Banach Lattices

In this subsection we prove two results which are series counterparts of the
dominated and monotone convergence theorems in Banach lattices.

Theorem 2.91. Let (xn(t))n∈N be a family of nonnegative sequences in a
Banach lattice X, parameterised by a parameter t ∈ T ⊂ R, and let t0 ∈ T .

(i) If for each n ∈ N we have xn(t)↑ and limt→t0 xn(t) = xn in norm, then

lim
t→t0

∞∑
n=0

xn(t) =
∞∑

n=0
xn, (2.85)

irrespective of whether the right-hand side exists (with understanding

that for nonnegative terms
∑∞

n=0xn = sup{∑N
n=0xn; N ∈ N} and

‖∑∞
n=0xn‖ = sup{‖∑N

n=0xn‖; N ∈ N}, in the latter case the equality
should be understood as the norms of both sides being infinite).



64 2 Basic Facts from Functional Analysis and Banach Lattices

(ii) If limt→t0 xn(t) = xn in norm for each n ∈ N and there exists (an)n∈N

such that xn(t) ≤ an for any t ∈ T, n ∈ N with
∑∞

n=0‖an‖ <∞, then

lim
t→t0

∞∑
n=0

xn(t) =
∞∑

n=0
xn. (2.86)

Proof. (i) Assume first that
∑∞

n=0xn ∈ X. Then for any t we have 0 ≤∑∞
n=0xn(t) ≤∑∞

n=0xn and hence each series
∑∞

n=0xn(t) is summable. More-
over for any ǫ there is N such that ‖∑∞

n=N+1xn(t)‖ ≤ ‖∑∞
n=N+1xn‖ ≤ ǫ/3

for any t ∈ T . Then, with fixed finite N , we can select t′ < t0 in such a way
that for all n ≤ N and t′ < t < t0 we have ‖xn − xn(t)‖ ≤ ǫ/3(N + 1) hence,

∥∥∥∥
∞∑

n=0
xn(t)−

∞∑
n=0

xn

∥∥∥∥ ≤ ǫ

for all t′ < t < t0. Assume now that ‖∑∞
n=0xn‖ = ∞. The only nontrivial

case is if all the series
∑∞

n=0xn(t) ∈ X. Thus for every M there is N such

that ‖∑N
n=0xn‖ ≥M + 1. Consider now

‖
N∑

n=0
xn(t)‖ = ‖

N∑
n=0

(xn(t)− xn) +
N∑

n=0
xn‖ ≥

∣∣∣∣‖
N∑

n=0
xn‖ − ‖

N∑
n=0

(xn(t)− xn)‖
∣∣∣∣ .

N is finite, and thus the second term can be made smaller than 1/(N +1) for
t sufficiently close to t0. Hence

‖
∞∑

n=0
xn(t)‖ ≥ ‖

N∑
n=0

xn(t)‖ ≥M,

for t sufficiently close to t0 and because M is arbitrary, we get

lim
t→t0

‖
∞∑

n=0
xn(t)‖ =∞.

(ii) The proof is similar to the above so we only sketch it. Let xn(t) converge to
xn as t→ t0 with 0 ≤ xn(t) ≤ an and

∑∞
n=0an converges. From the closedness

of the positive cone, Proposition 2.73(1), we get xn ≤ an. Then

‖
∞∑

n=0
(xn − xn(t))‖ ≤ ‖

N∑
n=0

(xn − xn(t))‖+ ‖
∞∑

n=N+1

(xn − xn(t))‖

≤ ‖
N∑

n=0
(xn − xn(t))‖+ 2‖

∞∑
n=N+1

an‖.

The second term can be made smaller than ǫ by the convergence of the series
and the first, for now fixed N , by the termwise convergence. ⊓⊔
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2.2.7 Spectral Radius of Positive Operators

Let A ∈ L(X). From the definition of the spectral radius of an operator, for-
mula (2.59), and the closedness of the spectrum, we see that r(A) ∈ {|λ|; λ ∈
σ(A)}. As a more serious application of the theory of Banach lattices, here we
prove that if A is a positive operator, then its spectral radius is an element of
the spectrum of A; that is, r(A) ∈ σ(A). This result will be of fundamental
importance in the perturbation theory; see Theorem 5.10. The presentation
here is based on [70, pp. 177–179]. We start with the lemma.

Lemma 2.92. Let (an)n∈N be a sequence of positive real numbers such that

F (z) =
∞∑

n=0
anz

n (2.87)

converges for |z| < R. If F (z) can be analytically continued to a disk |z−R| <
R1, then (2.87) converges in |z| < R + R1.

Proof. We have

dk

dzk
F (R) = lim

r↑R

dk

drk
F (r) = lim

r↑R

∞∑
n=k

n!

(n− k)!
anr

n−k. (2.88)

Because the terms of the series are nonnegative, we have monotone conver-
gence of each term n!anr

n−k/(n− k)! ↑ n!anR
n−k/(n− k)! and thus, by The-

orem 2.91, of the whole series.
Therefore, returning to (2.88), we see that

dk

dzk
F (R) =

∞∑
n=k

n!

(n− k)!
anR

n−k. (2.89)

From the assumption on analytical continuation of F we can write the expan-
sion of F for |z −R| < R1 as

F (z) =
∞∑

n=0

( ∞∑
n=k

n!

(n− k)!
anR

n−k

)
(z −R)n

n!

so that
∞∑

n=0

( ∞∑
n=k

n!

(n− k)!
anR

n−k

)
xn

n!

is absolutely convergent, in particular, for 0 < x < R1. But, using positivity
of terms, we have by changing order of summation

∞∑
n=0

an(x + R)n =
∞∑

n=0
an

n∑
i=0

n!

i!
(n− i)!xiRn−i

=
∞∑

i=0

( ∞∑
n=i

n!

(n− i)!
anR

n−i

)
xi

i!

so that the series converges for |z| < R + R1. ⊓⊔
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Theorem 2.93. If A ∈ L(X) is a positive operator, then r(A) ∈ σ(A).

Proof. Denote r = r(A). For |λ| > r we have, by (2.58),

R(λ,A) =
∞∑

n=0
λ−(n+1)An. (2.90)

To simplify calculations, let us denote F (z) = R(z−1, A), z = 1/λ so that
F (z) is analytic for |z| < 1/r. If r ∈ ρ(A), then, because ρ(A) is an open set,
R(λ,A) is analytic in some neighbourhood of r so that F (z) is analytic in
some open neighbourhood of 1/r. Now take 0 ≤ x ∈ X and 0 ≤ f ∈ X∗ and
consider the scalar analytic function

F̃ (z) =
∞∑

n=0
z(n+1) <f,Anx> .

F̃ has positive coefficients, converges for |z| < 1/r, and is analytic in some
neighbourhood of z = 1/r that is independent of x and f , so that, by Lemma
2.92, the series converges for |z| < 1/r′ with 1/r′ > 1/r independent of f and
x. By decomposing arbitrary x ∈ X and f ∈ X∗ into positive and negative and
real and imaginary parts, we obtain convergence for any x ∈ X and f ∈ X∗.
Hence, using Lemma 2.31, we see that the series

∑∞
n=0z

n+1An converges for
|z| < 1/r′. But this means that the series (2.90), defining the resolvent of A,
converges for |λ| > r′ with r′ < r = r(A), contrary to Theorem 2.33 (ii). ⊓⊔

Another consequence of Lemma 2.92 is a similar result on the Laplace
transform usually referred to as the Pringsheim–Landau theorem. It is used
to characterize growth rate of positive semigroups in Theorem 3.34.

Theorem 2.94. Let X be a Banach lattice and 0 ≤ f ∈ L1,loc(R+, X). If
−∞ < abs(f) < +∞ (see (2.41)), then the Laplace transform Lf cannot be
analytically continued to a neighbourhood of abs(f).

Proof. Set β := abs(f). Replacing f by e−βtf(t) we can assume β = 0. By
the same argument as that used in Theorem 2.93, we see that if Lf could be
extended analytically to some neighbourhood of 0, then, for some ǫ > 0, the
Taylor series for L(λ)f at, say, λ = 1

L(λ)f =
∞∑

k=0

(Lf)k(1)

k!
(λ− 1)k,

would have the radius of convergence equal to 1 + 2ǫ. In particular, it would
absolutely converge at λ = −ǫ. Hence for all g ∈ X∗ we would have

<g,L(−ǫ)f> =
∞∑

k=0

(−ǫ− 1)k

k!

∞∫

0

(−t)ke−t <g, f(t) > dt
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=

∞∫

0

e−t
∞∑

k=0

tk(ǫ + 1)k

k!
<g, f(t) > dt =

∞∫

0

eǫt <g, f(t)> dt

= lim
a→∞

〈
g,

a∫

0

eǫtf(t)dt

〉
.

If g ≥ 0, the change of order of integration and summation follows from the
Fubini theorem as all terms are positive and for arbitrary g we carry out these
operations for g+ and g− separately. Thus, by the Banach–Steinhaus theorem,

sup

⎧
⎨
⎩

∥∥∥∥∥∥

a∫

0

eǫtf(t)dt

∥∥∥∥∥∥
; a ∈ R+

⎫
⎬
⎭ < +∞.

Define F (τ) :=
∫ τ

0
eǫtf(t)dt and take any λ ∈ C with ℜλ > −ǫ. Integrating

by parts we obtain

a∫

0

e−λtf(t)dt = e−(λ+ǫ)aF (a) + (λ + ǫ)

a∫

0

e−(λ+ǫ)tF (t)dt.

Because ‖F (t)‖ is bounded and ℜ(λ + ǫ) > 0, the right-hand side converges,
which gives abs(f) ≤ −ǫ, contrary to the assumption that abs(f) = 0. ⊓⊔
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An Overview of Semigroup Theory

In this chapter we are concerned with methods of finding solutions of the
Cauchy problem.

Definition 3.1. Given a complex Banach space and a linear operator A with
domain D(A) and range ImA contained in X and also given an element
u0 ∈ X, find a function u(t) = u(t, u0) such that

1. u(t) is continuous on [0,∞) and continuously differentiable on (0,∞),
2. for each t > 0, u(t) ∈ D(A) and

u′(t) = Au(t), t > 0, (3.1)

3.
lim

t→0+
u(t) = u0 (3.2)

in the norm of X.

A function satisfying all conditions above is called the classical (or strict)
solution of (3.1), (3.2).

3.1 Rudiments

3.1.1 Definitions and Basic Properties

If the solution to (3.1), (3.2) is unique, then we can introduce the family
of operators (G(t))t≥0 such that u(t, u0) = G(t)u0. Ideally, G(t) should be
defined on the whole space for each t > 0, and the function t → G(t)u0

should be continuous for each u0 ∈ X, leading to well-posedness of (3.1), (3.2).
Moreover, uniqueness and linearity of A imply that G(t) are linear operators.
A fine-tuning of these requirements leads to the following definition.

Definition 3.2. A family (G(t))t≥0 of bounded linear operators on X is called
a C0-semigroup, or a strongly continuous semigroup, if
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(i) G(0) = I;
(ii) G(t + s) = G(t)G(s) for all t, s ≥ 0;
(iii) limt→0+ G(t)x = x for any x ∈ X.

A linear operator A is called the (infinitesimal) generator of (G(t))t≥0 if

Ax = lim
h→0+

G(h)x− x

h
, (3.3)

with D(A) defined as the set of all x ∈ X for which this limit exists. Typically
the semigroup generated by A is denoted by (GA(t))t≥0.

We note that properties (ii) and (iii) and the Banach–Steinhaus theorem show
that any C0-semigroup is bounded in the operator norm over any compact
interval of R+.

Remark 3.3. For semigroups, the existence of a one-sided limit at some t0 > 0
yields the existence of the limit. In fact for 0 < h < t0 we have

G(t0 − h)x−G(t0)x = G(t0 − h)(x−G(h)x),

and the existence of limit of the right-hand side follows from the local bound-
edness of (G(t))t≥0 in the operator norm, which was mentioned above. Thus,
in particular, condition (iii) of Definition 3.2 yields that G(·)x ∈ C0([0,∞), X)
for any x ∈ X. Also, one-sided differentiability with respect to t of G(t)x for
some x ∈ X, t0 > 0 is sufficient for its differentiability.

If (G(t))t≥0 is a C0-semigroup, then the local boundedness and (ii) lead to
the existence of constants M > 0 and ω such that for all t ≥ 0

‖G(t)‖X ≤Meωt (3.4)

(see, e.g., [141, p. 4]). We say that A ∈ G(M,ω) if it generates (G(t))t≥0

satisfying (3.4). The type, or uniform growth bound, ω0(G) of (G(t))t≥0 is
defined as

ω0(G) = inf{ω; there is M such that (3.4) holds}. (3.5)

Let (G(t))t≥0 be a semigroup generated by the operator A. The following
properties of (G(t))t≥0 are frequently used, [141, Theorem 2.4].

(a) For x ∈ X

lim
h→0

1

h

t+h∫

t

G(s)xds = G(t)x. (3.6)

(b) For x ∈ X,
∫ t

0
G(s)xds ∈ D(A) and

A

t∫

0

G(s)xds = G(t)x− x. (3.7)
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(c) For x ∈ D(A), G(t)x ∈ D(A) and

d

dt
G(t)x = AG(t)x = G(t)Ax. (3.8)

(d) For x ∈ D(A),

G(t)x−G(s)x =

t∫

s

G(τ)Axdτ =

t∫

s

AG(τ)xdτ. (3.9)

From (3.8) and condition (iii) of Definition 3.2 we see that if A is the generator
of (G(t))t≥0, then for x ∈ D(A) the function t→ G(t)x is a classical solution
of the following Cauchy problem,

∂tu(t) = A(u(t)), t > 0, (3.10)

lim
t→0+

u(t) = x. (3.11)

We note that ideally the generator A should coincide with A but in reality
very often it is not so. In fact, a large part of the theory developed in this
book is concerned with finding a relation between A and its realisation A
which generates a semigroup. Such problems are addressed in Subsection 3.2.1,
Section 3.6, and throughout Chapters 5–10. However, for most of this chapter
we are concerned with solvability of (3.10), (3.11); that is, with the case when
A of (3.1) is the generator of a semigroup.

We noted above that for x ∈ D(A) the function u(t) = G(t)x is a classical
solution to (3.10), (3.11). For x ∈ X \ D(A), however, the function u(t) =
G(t)x is continuous but, in general, not differentiable, nor D(A)-valued, and,
therefore, not a classical solution. Nevertheless, from (3.7), it follows that the

integral v(t) =
∫ t

0
u(s)ds ∈ D(A) and therefore it is a strict solution of the

integrated version of (3.10), (3.11):

∂tv = Av + x, t > 0

v(0) = 0, (3.12)

or equivalently,

u(t) = A

t∫

0

u(s)ds + x. (3.13)

We say that a function u satisfying (3.12) (or, equivalently, (3.13)) is a mild
solution or integral solution of (3.10), (3.11).

Proposition 3.4. Let (G(t))t≥0 be the semigroup generated by (A,D(A)).
Then t → G(t)x, x ∈ D(A), is the only solution of (3.10), (3.11) taking
values in D(A). Similarly, for x ∈ X, the function t→ G(t)x is the only mild
solution to (3.10), (3.11).
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Proof. Let t→ u(t) ∈ C0([0,∞), X)∩C1((0,∞), X), with u(t) ∈ D(A) for all
t, satisfy u′(t) = Au(t) for t > 0. Forming φ(s) = G(t− s)u(s) for 0 < s < t,
we see that, by (3.8), the function φ(s) is differentiable with

d

ds
φ(s) = G(t− s)(u′(s)− (Au)(s)) = 0. (3.14)

Taking α > 0 and β < t we find G(t− α)u(α) = G(t− β)u(β) and passing to
the limit α→ 0 and β → t (with the help of boundedness of (G(t))t≥0 in the
operator norm), we find G(t)u(0) = u(t), which shows that u is given by the
semigroup.

Passing to mild solutions, if u were another such solution, then its in-
tegral t →

∫ t

0
u(s)ds would be a classical solution to (3.12) and, because

t→
∫ t

0
G(s)xds is also a solution, we would have, by the previous part,

t∫

0

u(s)ds =

t∫

0

G(s)xds

giving u(t) = G(t)x. ⊓⊔

Thus, if we have a semigroup, we can identify the Cauchy problem of which
it is a solution. Usually, however, we are interested in the reverse question,
that is, in finding the semigroup for a given equation. The answer is given
by the Hille–Yoshida theorem (or, more properly, the Feller–Miyadera–Hille–
Phillips–Yosida theorem).

3.1.2 Around the Hille–Yosida Theorem

Theorem 3.5. A ∈ G(M,ω) if and only if

(a) A is closed and densely defined,
(b) there exist M > 0, ω ∈ R such that (ω,∞) ⊂ ρ(A) and for all

n ≥ 1, λ > ω,

‖(λI −A)−n‖ ≤ M

(λ− ω)n
. (3.15)

The proof can be found in almost any textbook on the theory of semigroups
so we refrain from giving it here. However, we mention a few salient points of
it which are relevant to the topics discussed further in the book.

If A is the generator of (G(t))t≥0, then properties (i) and (ii) follow from
the formula relating (G(t))t≥0 with R(λ,A). Precisely, [141, Theorem 1.5.3],
if λ > ω0(G), where ω0(G) is defined by (3.4), then λ ∈ ρ(A) and

R(λ,A)x =

∞∫

0

e−λtG(t)xdt (3.16)
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is valid for all x ∈ X.
The converse is more difficult to prove. The first step is to show that it

is sufficient to take M = 1 and ω = 0 in (3.15). The former is achieved by
renorming the space X (a nontrivial exercise), whereas the latter by shifting
A: A− ωI generates {e−ωtG(t)}t≥0 if and only if A generates (G(t))t≥0.

After these manipulations condition (3.15) reads

‖(λI −A)−1‖ ≤ 1

λ
, (3.17)

and the semigroup (G(t))t≥0 is supposed to satisfy

‖G(t)x‖ ≤ ‖x‖ (3.18)

for all t ≥ 0, and x ∈ X. Semigroups satisfying (3.18) are called semigroups
of contractions.

The starting point of the second part of the proof is the observation that
if (A,D(A)) is a closed and densely defined operator satisfying ρ(A) ⊃ [ω,∞)
for some ω and ‖λR(λ,A)‖ ≤M for some M > 0 and all λ ≥ 0, then

(i) for any x ∈ X,
lim

λ→∞
λR(λ,A)x = x, (3.19)

(ii) AR(λ,A) are bounded operators and for any x ∈ D(A),

lim
λ→∞

λAR(λ,A)x = Ax. (3.20)

It was Yosida’s idea to use the bounded operators

Aλ = λAR(λ,A), (3.21)

as an approximation of A for which we can define semigroups (Gλ(t))t≥0

via the exponential series (1.7). He was able to prove that for any x ∈ X,
Gλ(t)x converges uniformly on bounded intervals as λ→∞ to a C0-semigroup
generated by A.

Another widely used approximation formula, which can also be used in
the generation proof, is the operator version of the well-known scalar formula

eat = lim
n→∞

(
1− ta

n

)−n

.

Precisely, [141, Theorem 1.8.3], if A is the generator of a C0-semigroup
(G(t))t≥0, then for any x ∈ X,

G(t)x = lim
n→∞

(
I − t

n
A

)−n

x = lim
n→∞

(n
t
R
(n
t
,A
))n

x (3.22)

and the limit is uniform in t on bounded intervals.
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Example 3.6. Suppose that A generates a semigroup (GA(t))t≥0 and consider
B = aA + b, where a > 0 and b ∈ C. Then

R(λ,B) =
1

a
R

(
λ− b

a
,A

)

and the terms of the sequence in (3.22) for the operator B can be written as

(n
t
R
(n
t
,B
))n

x =

((
1 +

bt

k

)
k

at
R

(
k

at
, A

))k (
k + bt

at
R

(
k

at
, A

))bt

x,

where k = n − bt, t > 0 fixed. Because the term ((k + bt)R (k/at, A)/at)
bt
x

converges to x by (3.19), we can use Corollary 2.12 to obtain

GB(t)x = lim
n→∞

(n
t
R
(n
t
,B
))n

x = ebtGA(at)x. (3.23)

The semigroup (GB(t))t≥0 is often referred to as the rescaled semigroup.

Remark 3.7. As we noticed earlier, a given operator (A,D(A)) can generate
at most one C0-semigroup. Using the Hille–Yosida theorem we can prove a
stronger result which is useful later.

Proposition 3.8. Assume that the closure (A,D(A)) of an operator (A,D)
generates a C0-semigroup in X. If (B,D(B)) is also a generator, such that
B|D = A, then (B,D(B)) = (A,D(A)).

Proof. Because (B,D(B)) is a generator, it is a closed extension of (A,D).
However, (A,D(A)) by definition is the smallest such extension so that
(A,D(A)) ⊂ (B,D(B)). From the Hille–Yosida theorem both operators λI−A
and λI−B are invertible for sufficiently large λ hence, by Proposition 2.2, we
obtain B = A. ⊓⊔

Without the assumption that the closure of A is a generator there may be
infinitely many extensions of a given operator which generate a semigroup. To
see this it is enough to consider the semigroups generated by the realizations
of the Laplacian subject to Dirichlet, Neumann, or mixed boundary conditions
– all the generators coincide if restricted to the space of C∞

0 functions.

3.1.3 Standard Examples

Let us consider three relatively easy examples, variants of which appear fre-
quently throughout the book.

Example 3.9. The maximal multiplication operator (Ma, D(Ma)) was intro-
duced in Example 2.38. With the function a we associate the exponential eta.
Because the exponential function x → ex is continuous, the composition eta

is measurable on Ω for any fixed t. If we additionally assume
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ess sup
x∈Ω

ℜa(x) = sup{ℜλ; λ ∈ aess(Ω)} < +∞, (3.24)

then eta is essentially bounded on Ω. We define the multiplication semigroup
by

Ga(t)f := etaf, f ∈ Lp(Ω), t ≥ 0. (3.25)

Because eta ∈ L∞(Ω), from Example 2.38 we know that this is a family of
bounded operators in Lp(Ω), having properties (i) and (ii) of Definition 3.2.
To prove strong continuity, we note that etaf → f almost everywhere as
t→ 0+ and, because ‖eta‖∞ ≤ exp (t sup{ℜλ; λ ∈ aess(Ω)}), we obtain

lim
t→0+

‖etaf − f‖p = 0

by the dominated convergence theorem. Thus (Ga(t))t≥0 is a strongly contin-
uous semigroup. It is an interesting observation, [79, Proposition I.4.12], that
if (G(t))t≥0 is a multiplication semigroup, that is, G(t)f = b(t)f for some
bounded measurable function b, then b = eta for a measurable function a
satisfying aess(Ω) < +∞.

We conclude this example by showing that (Ma, D(Ma)) is indeed the
generator of (Ga(t))t≥0. Denote by A the generator of (Ga(t))t≥0 and let
f ∈ D(A). Then

lim
t→0+

etaf − f

t
= Af, in Lp(Ω)

and there is a sequence (tn)n∈N such that

lim
tn→0+

etnaf − f

tn
= Af,

almost everywhere in Ω. However, for almost any x ∈ Ω, t → eta(x)f(x) has
a classical derivative at t = 0, equal to a(x)f(x) and thus [Af ](x) = a(x)f(x)
for almost any x ∈ Ω. Thus, D(A) ⊂ D(Ma). However, λI−A and λI−Ma are
invertible for sufficiently large λ by Theorem 3.5 and Example 2.38 combined
with assumption (3.24), respectively. Proposition 2.2 then yields A = Ma.

Example 3.10. Let X = Lp(I), where I is either R or R+. In both cases we
can define a (left) translation semigroup by

(G(t)f)(s) := f(t + s), f ∈ X, and s, t ∈ I. (3.26)

The semigroup property is obvious. Next, for each t ≥ 0, we have

‖G(t)f‖p
p =

∫

I

|f(t + s)|pds ≤
∫

I

|f(r)|pdr = ‖f‖p
p,

where, in the case I = R, we have the equality. Hence (G(t))t≥0 satisfies
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‖G(t)‖ ≤ 1, (3.27)

and so (G(t))t≥0 is a semigroup of contractions.
To prove that (G(t))t≥0 is strongly continuous, we use an approximation

approach. First let φ ∈ C∞
0 (I). It is uniformly continuous (having compact

support) hence for any ǫ > 0 there is δ > 0 such that for any s ∈ I and
0 < t < δ,

|φ(t + s)− φ(s)| < ǫ.

Thus, ∫

I

|φ(t + s)− φ(s)|pds ≤Mφǫ
p,

where Mφ is the measure of some fixed neighbourhood of the support of φ
containing supports of all s→ φ(t+s) with 0 < t < δ. Because C∞

0 (I) is dense
in Lp(I) for 1 ≤ p < ∞ (see Example 2.1), (3.27) allows us to use Corollary
2.13 to claim that (G(t))t≥0 is a strongly continuous semigroup.

We can now use Theorem 2.39 to claim that there is a representation
(t, s) → [G(t)f ](s) of G(t)f which is measurable on R+ × I and such that
the Riemann integral of t → G(t)f coincides for almost every s ∈ I with
the Lebesgue integral of [G(t)f ](s) with respect to t. Note that in this case it
follows directly as the composition of a measurable function with (t, s)→ t+s
is measurable, [149, p. 273], but in general it is not that obvious. Hence,
from now on we do not distinguish between a vector-valued function and its
measurable representation.

Let us denote by (A,D(A)) the generator of (G(t))t≥0 and let g := Af ∈
Lp(I). Thus, ∆hf := h−1(G(h)f−f)→ g in Lp(I). Taking a compact interval
[a, b] ⊂ I, we have

∣∣∣∣∣∣

b∫

a

(∆hf(s)− g(s))ds

∣∣∣∣∣∣
≤

b∫

a

|∆hf(s)− g(s)|ds ≤ |b− a|1/q‖∆hf − g‖Lp([a,b])

≤ |b− a|1/q‖∆hf − g‖Lp(I),

so

lim
h→0+

b∫

a

h−1(f(s + h)− f(s))ds =

b∫

a

g(s)ds.

On the other hand, we can write

b∫

a

h−1(f(s + h)− f(s))ds = h−1

b+h∫

b

f(s)ds− h−1

a+h∫

a

f(s)ds,

where the terms are the difference quotients of the function
∫ t

t0
f(s)ds at

t = a and t = b, respectively. Because f is integrable on compact intervals,



3.1 Rudiments 77

∫ t

t0
f(s)ds ∈ AC(I) and its derivative is almost everywhere given by the inte-

grand f ; see Example 2.3. By redefining f on a set of measure zero, we can
write

f(x) = f(a) +

x∫

a

g(s)ds, x ∈ I.

Thus, we see that A ⊂ T , where T is the maximal differential operator on
Lp(I); see Example 2.37. From this example we know that T is invertible, so
Proposition 2.2 gives A = T , as in Example 3.9.

We note that the identification of the generator of the translation semi-
group in Example 3.10 can be done by finding the resolvent through the
Laplace transform (3.16):

[R(λ,A)f ](s) =

∞∫

0

e−λt[G(t)f ](s)dt =

∞∫

0

e−λtf(t + s)dt = eλs

∞∫

s

e−λyf(y)dy,

for λ > 0, where the conversion of the Riemann integral of the semigroup into
the Lebesgue integral follows from the discussion above. Comparing (2.64)
with the formula above shows that R(λ,A)f = R(λ, T )f for all f ∈ Lp(I) and
hence A = T .

We also note that Theorem 3.5 ensures that T generates a semigroup of
contractions as T is closed and densely defined and estimate (2.65) is the
same as (3.15) with M = 1 and ω = 0. However, it does not provide any
representation formula for the semigroup, though in this simple case one can
directly solve the Cauchy problem u′t = u′

s, u(0, s) = f(s).

Example 3.11. The resolvent of the differential operator T1 in Lp([0, 1]) defined
on the domain D(T1) := {f ∈ D(T ); f(1) = 0} (see Example 2.37) satisfies
estimate (2.63) which gives (3.15) if ℜλ > 0. Therefore T1 is also the generator
of a semigroup of contractions, say (GT1(t))t≥0. Considerations similar to the
previous example show that it is given by

[GT1
(t)f ](s) =

{
f(t + s) for 0 ≤ t + s ≤ 1,
0 for t + s ≥ 1.

(3.28)

This shows that one should be careful when looking at a semigroup generated
by A as the exponential etA because, in this particular case, etT1 vanishes for
t > 1.

3.1.4 Subspace Semigroups

There are several ways of constructing new semigroups using a given semi-
group (G(t))t≥0 as the starting point (see, e.g., [79, pp. 59–64]). In Example
3.6 we have already seen the so-called rescaled semigroup. In this subsection
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we consider a particularly important, for further applications, case of restric-
tions of (G(t))t≥0, acting in a Banach space X, to a subspace Y which is
continuously embedded in X and which is invariant under (G(t))t≥0. The
restriction (GY (t))t≥0 of (G(t))t≥0 to Y is obviously a semigroup but not nec-
essarily a C0-semigroup. If, however, it is strongly continuous, then we can
identify the generator of (GY (t))t≥0 as the part in Y of the generator A of
(G(t))t≥0, see (2.12).

Proposition 3.12. Let (A,D(A)) generate a C0-semigroup (G(t))t≥0 in a
Banach space X and let Y be a subspace continuously embedded in X, in-
variant under (G(t))t≥0. If the restricted semigroup (GY (t))t≥0 is strongly
continuous in Y then its generator is the part AY of A in Y .

Moreover, if Y is closed in X, then (GY (t))t≥0 is automatically strongly
continuous and AY is the restriction of A to the domain D(A) ∩ Y .

Proof. Denote by (C,D(C)) the generator of (GY (t))t≥0. Because Y is con-
tinuously embedded in X, C ⊂ AY by (3.3). To prove the reverse inclusion,
let λ ∈ R be large enough for R(λ,A) and R(λ,C) to admit the integral
representation (3.16):

R(λ,C)y =

∞∫

0

e−λtG(t)ydt = R(λ,A)y, y ∈ Y.

Taking x ∈ D(AY ), we obtain

x = R(λ,A)(λI −A)x = R(λ,C)(λI −A)x ∈ D(C)

and hence D(AY ) = D(C).
If Y is closed, then the convergence in Y is induced by the norm of X and

therefore (GY (t))t≥0 is strongly continuous whenever (G(t))t≥0 is. Also, the
limit Ay = limh→0+ h−1(G(h)y − y) of (3.3) exists for y ∈ Y if and only if
y ∈ D(A) ∩ Y and hence it belongs to Y by the closedness of Y. ⊓⊔

In some cases the assumption that Y is invariant with respect to the
semigroup (G(t))t≥0 can be relaxed.

Proposition 3.13. Let B be a closed operator and Y = D(B) be normed
with the graph norm. If A ∈ G(M,ω) generates a semigroup (G(t))t≥0 and
if B commutes with the resolvent R(λ,A) for some λ with ℜλ > ω, then B
commutes with (G(t))t≥0 and (GY (t))t≥0 is a C0-semigroup in Y satisfying
‖GY (t)‖Y ≤ ‖G(t)‖.

Proof. By definition, B commutes with R(λ,A) if and only if for each f ∈
D(B) we have R(λ,A)f ∈ D(B) and BR(λ,A)f = R(λ,A)Bf ; see (2.13).
Thus, for any n we have BRn(λ,A)f = Rn(λ,A)Bf . In fact, by induction we
easily have that Rn(λ,A)f ∈ D(B) for any n ∈ N provided f ∈ D(B) and the
commutativity follows by iteration. Hence for any N ∈ N and f ∈ D(B),
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B
N∑

n=0
(λ− µ)nR(λ,A)n+1f =

N∑
n=0

(λ− µ)nR(λ,A)n+1Bf.

Taking limits of both sides as N → ∞ and using closedness of B we obtain,
by (2.55), that R(µ,A)f ∈ D(B) and BR(µ,A)f = R(µ,A)Bf , provided
|µ− λ| < ‖R(λ,A)‖−1. By analytic continuation we can extend this equality
to the connected component of the resolvent set ρ(A) and, in particular, by
(3.31) to the half-plane ℜλ > ω. Thus, for any t ≥ 0 and f ∈ D(B), we obtain

B
(n
t
R
(n
t
,A
))n

f =
(n
t
R
(n
t
,A
))n

Bf.

Using again closedness of B and (3.22) we see that if f ∈ D(B), then also
lim

n→∞
(nR (n/t,A)/t)

n
f ∈ D(B) and

BG(t)f = G(t)Bf.

It is obvious that (GY (t))t≥0 is a C0-semigroup in Y and because

‖G(t)f‖D(B) = ‖G(t)f‖+‖BG(t)f‖ ≤ ‖G(t)‖(‖f‖+‖Bf‖) = ‖G(t)‖‖f‖D(B)

we obtain ‖GY (t)‖Y ≤ ‖G(t)‖. ⊓⊔

3.1.5 Sobolev Towers

We briefly describe here a somewhat related construction (see [79, pp. 124–
129]) which allows us to restrict semigroups to the domains D(An) and, more
important, extend them and their generators to larger spaces. The latter will
be needed in applications to identify other extensions of generators; see Corol-
lary 4.10, Lemma 6.18, and Corollary 6.19. To simplify the notation, we as-
sume that the semigroup (G(t))t≥0 generated by A is of negative type so that
A−1 ∈ L(X). This can always be achieved by rescaling the semigroup. Then,
for each n ∈ N, we define a new norm on D(An) by

‖x‖n = ‖Anx‖. (3.29)

The space Xn = (D(An), ‖ ·‖n) is called the associated Sobolev space of order
n. The introduced norm is equivalent to the graph norm due to the invertibility
of A so Xn are Banach spaces. Denoting by Gn(t) the restriction of G(t)
to Xn, we can prove that (Gn(t))t≥0 are C0-semigroups in Xn, generated
by the parts An of A in Xn, which are the restrictions of A to D(An+1).
Thus, (An, D(An)) = (A,D(An+1)). We observe that each Xn+1 is densely
embedded in Xn but also, via An, isometrically isometric to Xn+1.

In this construction we obtained Xn+1 from Xn but we also can invert the
procedure and obtain Xn as the completion of Xn+1 with respect to the norm

‖x‖n = ‖A−1
n+1‖.
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Hence, we can construct new spaces of ‘negative’ order using the following
recursion. Starting from X0 = X for each n ∈ N and X−n+1 we define

‖x‖−n = ‖A−1
−n+1x‖ (3.30)

and call the completion of X−n+1, with respect to this norm, the associated
Sobolev space of order −n, denoting it X−n. The continuous (by density) ex-
tensions of the operators G−n+1(t) from X−n+1 to X−n we denote by G−n(t).
For example, the space X−1 is obtained as a completion of X with respect to
the norm ‖x‖−1 = ‖A−1x‖. This construction leads to the spaces and oper-
ators having properties analogous to those described above. Namely, for any
m ≥ n ∈ Z, the following statements are valid.

(i) Each Xn is a Banach space containing Xm as a dense subspace.
(ii) The operators Gn(t) form a C0-semigroup (Gn(t))t≥0 on Xn.
(iii) The generator An of (Gn(t))t≥0 has domain D(An) = Xn+1 and is the

unique extension by density of Am : Xm+1 → Xm to an isometry from
Xn+1 onto Xn.

In particular, the generator (A−1, X) of (T−1(t))t≥0 is the unique extension
by density of (A,D(A)).

Example 3.14. As a simple example that is useful in the sequel we consider
the semigroup (G(t))t≥0 on X = X0 = L1(Ω, dµ) generated by the multi-
plication operator by a function −a, where a is assumed to be measurable
and nonnegative almost everywhere on Ω; see Example 3.9. Because in gen-
eral 0 ∈ σ(M−a), we use Au = (I −M−a)−1u = (1 + a)−1u. We have then
1 + a > 0 almost everywhere on Ω and

Xn = {u ∈ L0(Ω, dµ); (1 + a)nu ∈ L1(Ω, dµ)}, n ∈ Z.

Thus, in particular, X−1 consists of these measurable functions which are
integrable after multiplication by (1 + a)−1.

3.1.6 The Laplace Transform and the Growth Bounds of a
Semigroup

It is important to note that the Hille–Yosida theorem is valid in both real
and complex Banach spaces with the same formulation. Thus if A is an op-
erator in a real Banach space X, generating a semigroup (G(t))t≥0, then its
complexification will generate a complex semigroup of the same type in the
complexification XC of X equipped with the norm (2.80). This allows us
to extend (3.16) to complex values of λ. Precisely, [141, Remark 1.5.4], if
ℜλ > ω0(G), then λ ∈ ρ(A) and

R(λ,A)x =

∞∫

0

e−λtG(t)xdt (3.31)
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is valid for all x ∈ X. The integral in (3.31) is absolutely convergent. Moreover,
iterations of the resolvent give the following formula,

R(λ,A)nx =
(−1)n−1

(n− 1)!

dn−1

dλn−1
R(λ,A) =

1

(n− 1)!

∞∫

0

tn−1e−λtG(t)xdt, (3.32)

valid for all x ∈ X and this yields the estimate

‖R(λ,A)n‖ ≤ M

(ℜλ− ω0(G))n
, ℜλ > ω0(G). (3.33)

An immediate consequence of the above considerations is that the spectrum
of a semigroup generator is always contained in a left half-plane. Let us recall
that the location of this half-plane is given by the spectral bound

s(A) = sup{ℜλ; λ ∈ σ(A)}, (3.34)

defined in (2.61). For semigroups generated by bounded operators and, in
particular, by matrices, Liapunov’s theorem, [112] and [79, Theorem I.2.10],
states that the type ω0(G) of the semigroup is equal to s(A). This is no
longer true for strongly continuous semigroups in general; see for example,
[141, Example 4.4.2] or [136, Example A-III.1.3], where it is shown that the
translation semigroup [G(t)f ](s) = f(t + s) on the space X = Lp(R+) ∩ E,
where E is the weighted space E := {f ∈ Lp(R+), esds}, whose generator A
is the differentiation operator, satisfies ω0(G) = 0 and s(A) = −1.

Thus at this moment we only have the obvious estimate

s(A) ≤ ω0(G) < +∞. (3.35)

The relation between the spectral properties of the generator and the long-
time behaviour of the semigroup has been a major subject of research in
semigroup theory over the last several years and the results are summarized
in several monographs, such as [139, 79, 12] to mention but a few. However,
most of that research does not directly pertain to the topic of the book so we
shall mention just a few results of direct relevance.

That the type ω0(G) might be a rather crude estimate of s(A) can be
expected because the former is determined by the absolute convergence of
the Laplace integral and the integral converges as an improper integral in a
possibly larger half-plane ℜλ > abs(G); see (2.46). At this moment we do
not know, however, whether the Laplace integral still determines there the
resolvent of A. This question is addressed in the next proposition.

Proposition 3.15. If, for some λ ∈ C,

Bλx := lim
τ→∞

τ∫

0

e−λtG(t)xdt (3.36)

exists for all x ∈ X, then λ ∈ ρ(A) and Bλx = R(λ,A)x for all x ∈ X.
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Proof. By replacing G(t)x by e−λtG(t)x and using Example 3.6 we can assume
λ = 0. Accordingly, denote B0 by B. Thus

1

h
(G(h)Bx−Bx) = − 1

h

h∫

0

G(s)xds→ −x

by (3.6). Hence Bx ∈ D(A) and ABx = −x for all x ∈ X.
Next suppose x ∈ D(A). Then

BAx = lim
τ→∞

τ∫

0

G(t)Axdt = lim
τ→∞

G(τ)x− x

by (3.7) and hence y := limτ→∞G(τ)x exists. Because limτ→∞
∫ τ

0
G(t)xdt

also exists, we must have y = 0 and BAx = −x for any x ∈ D(A). Because A
is closed, Proposition 2.18 implies 0 ∈ ρ(A) and B = −A−1 = R(0, A). ⊓⊔

Thus we see that {λ ∈ C; ℜλ > abs(G)} ⊂ ρ(A). It is still not clear
whether s(A) = abs(G). We can prove, however, that abs(G) controls the
growth of classical solutions of (3.10), (3.11), that is, of the solutions emanat-
ing from x ∈ D(A). To make this concept precise, we define the growth bound
ω1(G) by

ω1(G)=inf{ω; there isM such that ‖G(t)x‖ ≤Meωt‖x‖D(A), x ∈ D(A), t ≥ 0}.
(3.37)

Clearly, ω1(G) ≤ ω0(G).

Proposition 3.16. For a semigroup (G(t))t≥0 we have

ω1(G) = abs(G). (3.38)

Proof. Let us fix ω > ω1(G) and take any λ ∈ C with ℜλ > ω. We begin
by showing that for such λ the operator Bλ, defined by (3.36), exists. Let us
choose M in such a way that ‖G(t)x‖ ≤Meωt‖x‖D(A), as in (3.37). First let
x ∈ D(A). Then for any 0 ≤ a ≤ b we have
∥∥∥∥∥∥

b∫

a

e−λtG(t)xdt

∥∥∥∥∥∥
≤

b∫

a

e−ℜλt‖G(t)x‖dt

≤M

b∫

a

e(ω−ℜλ)t‖x‖D(A)dt =
M

ℜλ− ω

(
e(ω−ℜλ)a − e(ω−ℜλ)b

)
‖x‖D(A).

If a, b→∞, then the right hand converges to 0 and thus Bλx exists. Second,
we consider the case x = (λI − A)y for some y ∈ D(A). Because A is closed
and A− λI generates (e−λtG(t))t≥0 we obtain, by (3.7),



3.2 Dissipative Operators 83

τ∫

0

e−λtG(t)x = (λI −A)

τ∫

0

e−λtG(t)ydt = y − e−λτG(τ)y,

and, using y ∈ D(A) and ℜλ > ω, we obtain

lim
τ→∞

τ∫

0

e−λtG(t)x = y − lim
τ→∞

e−λτG(τ)y = y. (3.39)

Finally, from the resolvent identity (2.54), we obtain that for x ∈ X,

x = (λI −A)R(µ,A)x + (µ− λ)R(µ,A)x

so that any x ∈ X can be written as a sum of elements from D(A) and
Im(λI − A); thus, by the two cases considered already, Bλx exists for any
x ∈ X. This shows that ω > abs(G) and thus abs(G) ≤ ω1(G).

To complete the proof we have to show ω1(G) ≤ abs(G). Let ω > abs(G)
and ℜλ > ω. Then R(λ,A)x = Bλx for any x ∈ X and, because this time we
know that the left-hand side of (3.39) converges to y = R(λ,A)x, we obtain

lim
τ→∞

e−λτG(τ)R(λ,A)x = 0,

and this shows ω ≥ ω1(G). Therefore abs(G) ≥ ω1(G). ⊓⊔

Unfortunately, in [169] (see also [139, Example 1.2.4]), the author con-
structed a semigroup with abs(G) = ω1(G) = 1 and s(A) = 0. Hence, in
general, s(A) does not provide full information about the long-time behaviour
of even classical solutions. However, as we show later, for positive semigroups
we have ω1(G) = s(A) and for positive semigroups in Lp-spaces it is possible
to prove that s(A) = ω0(G).

3.2 Dissipative Operators

Let X be a Banach space (real or complex) and X∗ be its dual. From the
Hahn–Banach theorem, Theorem 2.4, and Remark 2.6, for every x ∈ X there
exists x∗ ∈ X∗ satisfying

<x∗, x>= ‖x‖2 = ‖x∗‖2.

Therefore the duality set

J (x) = {x∗ ∈ X∗; <x∗, x>= ‖x‖2 = ‖x∗‖2} (3.40)

is nonempty for every x ∈ X.
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Definition 3.17. We say that an operator (A,D(A)) is dissipative if for every
x ∈ D(A) there is x∗ ∈ J (x) such that

ℜ <x∗, Ax>≤ 0. (3.41)

If X is a real space, then the real part in the above definition can be dropped.
An important equivalent characterisation of dissipative operators, [141, The-
orem 1.4.2], is that A is dissipative if and only if for all λ > 0 and x ∈ D(A),

‖(λI −A)x‖ ≥ λ‖x‖. (3.42)

We note some important properties of dissipative operators.

Proposition 3.18. [79, Proposition II.3.14] If (A,D(A)) is dissipative, then

(i) λI −A is one-to-one for any λ > 0 and

‖(λI −A)−1x‖ ≤ 1

λ
‖x‖, (3.43)

for all x ∈ Im(λI −A).
(ii) Im(λI − A) = X for some λ > 0 if and only if Im(λI − A) = X for all

λ > 0.
(iii) A is closed if and only if Im(λI −A) is closed for some (and hence all)

λ > 0.
(iv) If A is densely defined, then A is closable and A is dissipative. Moreover,

Im(λI −A) = Im(λI −A).

Combination of the Hille–Yosida theorem with the above properties gives a
generation theorem for dissipative operators, known as the Lumer–Phillips
theorem ([141, Theorem 1.43] or [79, Theorem II.3.15]).

Theorem 3.19. For a densely defined dissipative operator (A,D(A)) on a
Banach space X, the following statements are equivalent.

(a) The closure A generates a semigroup of contractions.
(b) Im(λI −A) = X for some (and hence all) λ > 0.

If either condition is satisfied, then A satisfies (3.41) for any x∗ ∈ J (x).

In particular, if we know that A is closed then the density of Im(λI − A)
is sufficient for A to be a generator. On the other hand, if we do not know
a priori that A is closed then Im(λI − A) = X yields A being closed and
consequently that it is the generator.

Example 3.20. The multiplication semigroup of Example 3.25 is a semigroup
of contractions only if aess(Ω) ≤ 0.

The maximal differential operator T on Lp(I), 1 ≤ p < ∞, where I = R

or I = R+, discussed in Example 2.37, is densely defined (C∞
0 (I) ⊂ D(T ))
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and dissipative by (2.65) and (3.42). Thus the translation semigroups are
semigroups of contractions, which was proved directly in Example 3.10.

Also the differential operator T1 of Example 3.11 is densely defined and dis-
sipative by (2.63). Hence it generates a semigroup of contractions in Lp([0, 1]),
1 ≤ p < ∞. An interesting feature of this operator is discussed in Example
3.22 below.

We now provide a few variations of the Lumer–Phillips theorem.

Example 3.21. If (A,D(A)) is a densely defined operator in X and both A and
its adjoint A∗ are dissipative, then A generates a semigroup of contractions
in X. In fact, because A is dissipative and closed, Im(I − A) is closed. If
Im(I −A) �= X, then for some 0 �= x∗ ∈ X∗ we have

0 =<x∗, x−Ax>=<x∗ −A
∗
x∗, x>

for all x ∈ D(A). Because A is densely defined, x∗ − A
∗
x∗ = 0 and because

A
∗

is dissipative, x∗ = 0. Hence Im(I − A) = X and A is the generator of a
dissipative semigroup by Theorem 3.19. In particular, dissipative self-adjoint
operators on Hilbert spaces are always generators.

Example 3.22. The assumption of the density of D(A) can be circumvented to
a certain extent. If (A,D(A)) is a dissipative operator in X with Im(λI−A) =
X for some λ > 0 and possibly D(A) �= X, then the part of A in X0 =
D(A) (see (2.12)) is densely defined in X0 and generates there a semigroup
of contractions.

A classical example in such a case is the realisation of the differential
operator T1 in the space of continuous functions. In fact, define Af = f ′ on
the domain D(A) = {f ∈ C1([0, 1]); f(1) = 0} in X = C([0, 1]). A is a
closed, dissipative, and surjective operator but D(A) is not dense. However,
restricted to the domain {f ∈ C1([0, 1]); f(1) = 0, f ′(1) = 0}, A generates a
semigroup of contractions in X0 = {f ∈ C([0, 1]); f(1) = 0}. The semigroup
is again given by the left translation (3.28). However, it cannot be extended
to the whole X as it would not give a continuous function if f(1) �= 0.

The situation described in the previous example cannot occur in reflexive
spaces. Precisely speaking, [141, Theorem 1.4.6], if (A,D(A)) is a dissipative
operator on a reflexive Banach space X, such that Im(λI −A) = X for some
λ > 0, then it is densely defined.

3.2.1 Application: Diffusion Problems

Some of the most important examples of contractive semigroups which oc-
cur in applications are those describing diffusion processes. Their theory has
been very well developed but is rather tangential to the subject studied in
this book so we discuss them rather briefly, focusing only on those aspects
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that are needed later. Unfortunately, even such a superficial survey requires a
substantial theoretical machinery. A more comprehensive account of various
aspects of the theory can be found in [71, Chapter 1], [82, Chapter 4 ], and
[79, Section VI.5] among others. We begin with basic definitions and facts
from the Sobolev space theory (see, e.g., [4, 93]).

Let Ω be an open subset of Rn, possibly equal to the whole space. Recall
that Sobolev spaces Wm

p (Ω), 1 ≤ p ≤ ∞, m ∈ N0, are defined as

Wm
p (Ω) := {u ∈ Lp(Ω); ∂αu ∈ Lp(Ω), 0 ≤ |α| ≤ m}, (3.44)

where ∂α = ∂α1
x1

. . . ∂αn
xn

, |α| = α1 + . . . αn is the distributional derivative of
order |α|, introduced in Example 2.3. Endowed with the norm

‖u‖m,p := ‖u‖W m
p (Ω) :=

⎛
⎝ ∑

0≤|α|≤m

‖∂αu‖p
Lp(Ω)

⎞
⎠

1/p

, (3.45)

the space Wm
p (Ω) becomes a Banach space. In the particular case of p = 2,

(3.45) defines a Hilbert space norm with the corresponding scalar product
given by

(u, v)W m
2 (Ω) :=

∑

0≤|α|≤m

∫

Ω

∂αu(x)∂αv(x)dx.

The space C∞
0 (Ω) is continuously embedded in any Wm

p (Ω) but the embed-
ding is not dense unless Ω = Rn (or m = 0). However, the closure of C∞

0 (Ω)
in the Wm

p (Ω)-norm, denoted as

o

W
m
p (Ω) = C∞

0 (Ω)
W m

p (Ω)

is very important in applications through its connection with boundary values
of functions from Wm

p (Ω).
It is possible to extend the definition of Sobolev spaces to fractional orders

by defining W r
p (Ω), where r = m + σ, m is an integer, and 0 < σ < 1, by

requiring that ∫

Ω

∫

Ω

|∂αu(x)− ∂αu(y)|p
|x− y|n+σp

dxdy < +∞,

for all |α| = m (see, e.g., [93, Definition 1.3.2.1]) but we make little use of
these spaces and we therefore do not enter into details of their theory.

In what follows we assume that if the boundary ∂Ω of Ω is not an empty
set, then ∂Ω is an n−1 dimensional manifold of class Ck,1, k ≥ 0 (that is, the
local atlas of ∂Ω is k times continuously differentiable with the derivatives
of order k being Lipschitz continuous). For a smooth function u on Ω, let us
define the trace of u on ∂Ω to be the pointwise restriction of u to ∂Ω:

γu = u|∂Ω .
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If m > 1/p is not an integer, m ≤ k + 1 and l + σ = m− 1/p, 0 < σ < 1,
l ≥ 0 an integer, then the mapping

u→
(
γu, γ

∂u

∂ν
, . . . , γ

∂lu

∂νl

)
,

where ∂/∂ν denotes the outward normal derivative at ∂Ω, can be extended
by density to a continuous mapping from Wm

p (Ω) to (L2(∂Ω))l+1 (precisely
speaking onto a product of appropriate Sobolev spaces of fractional order
defined on ∂Ω).

Under these assumptions we have another characterisation of
o

Wm
p (Ω):

o

W
m
p (Ω) =

{
u ∈Wm

p (Ω); γu = γ
∂u

∂ν
= · · · = γ

∂lu

∂νl
= 0

}
. (3.46)

Let us consider the Cauchy problem of a diffusion type:

∂tu(t,x) =
n∑

i,j=1

∂xi

(
aij(x)∂xj

u(t,x)
)
,

u(0,x) = u0(x), (3.47)

where t > 0, x ∈ Ω, and u0 is a given function. The real coefficients
{aij(x)}1≤i,j≤n are supposed to satisfy aij ∈ W 1

∞(Ω) and aij = aji for
i, j = 1, . . . , n. If ∂Ω �= ∅, then the problem (3.47) should be supplemented
by some boundary conditions defined on ∂Ω; here we confine ourselves to the
homogeneous Dirichlet problem; that is, we require

u|∂Ω = 0. (3.48)

According to our general philosophy, we convert (3.47) and (3.48) into an
abstract Cauchy problem in the Banach space X = Lp(Ω), 1 ≤ p < ∞. Our
main interest is p = 1, but most results are based on the L2 theory so we
discuss the latter setting in some detail. Let us denote by A0 the differential
expression

(Au)(x) :=
n∑

i,j=1

∂xi

(
aij(x)∂xj

u(x)
)
, (3.49)

understood, if necessary, in the sense of distributions, and define

A0,pu = Au

for
u ∈ D := C2

0 (Ω),

where C2
0 (Ω) is the space of twice-differentiable compactly supported func-

tions in Ω. The index p indicates that A0,p is considered in the space Lp(Ω).
A crucial assumption is that A is strongly elliptic in Ω; that is, for some

constant c > 0 and all y = (y1, . . . , yn) ∈ Rn and all x ∈ Ω we have
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n∑
i,j=1

aij(x)yiyj ≥ c|y|2, (3.50)

or equivalently

ℜ
n∑

i,j=1

aij(x)ziz̄j ≥ c|z|2,

for all z ∈ Cn. Then we have the following result, [82, Lemma 4.4.3].

Lemma 3.23. The operator (A0,p, D) is dissipative for any p ∈ [1,∞].

By Proposition 3.18 (iv), (A0,p, D) is closable with dissipative closure. How-
ever, finding the m-dissipative extension of A0,p requires a deep theory.

L2 Theory

Let Ω be either Rn or an open set with a C0,1 boundary ∂Ω. Possibly the
easiest approach to proving solvability of (3.47) in the space L2(Ω) is to use
the variational approach and look for a suitable realisation of A0,p via the
associated sesquilinear form

a(u, v) :=

∫

Ω

n∑
i,j=1

aij(x)∂xi
u(x)∂xj

v(x)dx, (3.51)

for u, v ∈ D(a) =
o

W 1
2(Ω). Note that for Ω = Rn, we have

o

W 1
2(R

n) = W 1
2 (Rn)

so that we can use common notation for both spaces without causing any

confusion. If ∂Ω �= ∅, then
o

W 1
2 consists of those W 1

2 (Ω) functions whose trace
on ∂Ω is zero.

Then (see, e.g., [79, Theorem VI.5.18] or [82, Theorem 4.6.6]) we have:

Theorem 3.24. There is a unique dissipative operator (−A2, D(A2)) such
that D(A2) ⊂ D(a) and a(u, v) = (A2u, v)L2(Ω) for all u ∈ D(A2) and v ∈
L2(Ω). The operator (−A2, D(A2)) generates a semigroup of contractions in
L2(Ω), denoted by (GA2

(t))t≥0.

By restricting
a(u, v) = (A2u, v)

to v ∈ C∞
0 (Ω), it is easy to see that A2 coincides with the expression A in

the distributional sense; thus D(A2) can be characterised as

D(A2) = {u ∈
o

W
1
2(Ω); Au ∈ L2(Ω)}

(see, e.g., [93, Theorem 2.2.1.2]). The fact that u satisfies the boundary con-

dition γu = 0 if ∂Ω �= ∅ follows from the fact that D(A2) ⊂ D(a) =
o

W 1
2(Ω).

This result is not fully satisfactory. First, the property A0u ∈ L2(Ω) does
not ensure that the second derivatives of u are in L2(Ω) – there may be a
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cancellation of singularities in the expression A. Second, A2 may fall short of
the ‘maximal’ operator A2,max (see Section 3.6 and [93, p.54]) defined on

D(A2,max) := {u ∈ L2(Ω); Au ∈ L2(Ω), γu = 0},

where the trace of u ∈ L2(Ω) such that Au ∈ L2(Ω) can be defined by means
of Green’s formula; see [93, p.54].

The first question is addressed by proving that, under certain assumptions,
the variational solution u ∈ D(A2) is in W 2

2 (Ω). We can state the following
result (see, e.g., [93, Theorems 2.2.2.3, 2.5.2.1, and 3.2.1.2], [79, VI.5.22]).

Theorem 3.25. If Ω = Rn, or Ω is convex, or ∂Ω is of class C1,1, then

D(A2)=
o

W
1
2(Ω) ∩W 2

2 (Ω). (3.52)

In all these cases we also have

D(A2,max)=
o

W
1
2(Ω) ∩W 2

2 (Ω). (3.53)

It is known that if Ω, for instance, is a nonconvex polygon in R2, then D(A2) �=
o

W 1
2(Ω) ∩W 2

2 (Ω), [93, Chapter 4], and consequently we have the sequence of
strict inclusions (see [20])

o

W
1
2(Ω) ∩W 2

2 (Ω) � D(A2) � D(A2,max). (3.54)

We explore some other consequences of this fact in Example 3.53.
For further reference we note the following result.

Corollary 3.26. If B is a generator of a semigroup in L2(R
n) and satisfies

B|C∞
0 (Rn) = A|C∞

0 (Rn), then B = A2.

Proof. By (3.53) and (3.52), the graph norm generated by A on L2(R
n) is

equivalent to the W 2
2 (Rn) norm. Because C∞

0 (Rn) is dense in W 2
2 (Rn), it is a

core of A2 and the thesis follows from Proposition 3.8. ⊓⊔

If ∂Ω �= ∅, then C∞
0 (Ω) is not dense in

o

W 1
2(Ω) ∩W 2

2 (Ω) (the closure is
o

W 2
2(Ω)) and we cannot expect such a result in this case. In fact, as noted in

Remark 3.7, an elliptic operator with various boundary conditions generates
different semigroups and yet it is given by the same expression on C∞

0 (Ω).
We also note that by [71, Proposition 1.3.5 and Theorem 1.3.2], the re-

solvent R(λ,A2) is a positive operator and therefore (GA2(t))t≥0 is a positive
semigroup (see Section 3.4).
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Lp Theory, p �= 2

We can construct Lp realizations of (GA2(t))t≥0 in a relatively straightforward
manner using the following theorem, [71, Theorem 1.4.1].

Theorem 3.27. Let (GA2
(t))t≥0 be the semigroup constructed in Theorem

3.24. Then L1(Ω) ∩ L∞(Ω) is invariant under (GA2
(t))t≥0 and (GA2

(t))t≥0

can be extended from L1(Ω) ∩ L∞(Ω) to a positive one-parameter semigroup
(Gp(t))t≥0 on Lp(Ω) for any p ∈ [1,∞]. These semigroups are strongly con-
tinuous for p ∈ [1,∞), and are consistent in the sense that

Gp(t)f = Gq(t)f, t ≥ 0, (3.55)

for any f ∈ Lp(Ω) ∩ Lq(Ω).
Denoting by Ap the generator of (Gp(t))t≥0, 1 ≤ p < +∞, we also have

Apu = Aqu, u ∈ D(Ap) ∩D(Aq). (3.56)

This theorem, although settling the question of the existence of semigroups
in Lp spaces, is not entirely satisfactory because it does not provide a full
characterisation of generators. It can be proved that for 1 < p < +∞ the
situation parallels the L2 case. Classical results (see, e.g., [93, Theorem 2.4.2.4]
or [82, Theorem 4.8.3 and Corollary 4.8.10]) state that if Ω is a bounded
domain with sufficiently smooth boundary, then Ap is the closure in Lp(Ω)
of (A,D0), where D0 is the set of C2 functions satisfying the homogeneous
Dirichlet boundary condition on ∂Ω and

D(Ap) =
o

W
1
p(Ω) ∩W 2

p (Ω). (3.57)

One can prove that also in this case Ap coincides with the maximal operator.
The L1 case is much more delicate. For bounded domains one can prove,

[82, Theorems 4.8.3 and 4.8.17] and [62, Theorem 8], that

A1 = (A,D0)
L1(Ω)

and
D(A1) = {u ∈ L1(Ω); A0u ∈ L1(Ω)},

so that A1 is the maximal operator. However, it is no longer true that D(A1) ⊂
W 2

1 (Ω) so that the second derivatives are no longer integrable: they have

‘nearly’ this property as D(A1) ⊂
o

W r
1(Ω) for any r < 2

Our main interest lies with the problem (3.47) in L1(R
n). In this case

the theory is also quite involved and the characterisation of the domain of
generators is still a subject of ongoing research (see, e.g., [115]). Contrary
to the case of bounded domains, the Sobolev spaces W k

1 (Rn) are not really
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suitable here, but often we can get an alternative characterisation using other
types of spaces. We describe the case when the differential expression A is the
Laplacian:

Au = ∆u,

understood in the sense of distributions. It is useful to denote A0 = A|C∞
0 (Rn).

It can be shown that the realisation A1 of the Laplacian that generates a
semigroup in L1(R

n) is the restriction of A to the Bessel potential space
defined via Fourier transform F as

L1,2(R
n) := {u ∈ L1(R

n); F−1[w[Fu]] ∈ L1(R
n)}, (3.58)

where w(y) := (1+ |y|2) (see, e.g., [98], pp. 32–37). Note that w is the Fourier
transform of the distributional operator I − A hence, in particular, if u ∈
L1,2(R

n), then Au ∈ L1(R
n). We norm this space with

‖u‖1,2 = ‖F−1[wF [u]]‖L1(Rn) = ‖(I −A)u‖L1(Rn). (3.59)

One can show that C∞
0 (Rn) is dense in L1,2(R

n) (see, e.g., [4], p. 221) so that

A1 = A0
L1(R

n)
, as when Ω is bounded. One can also prove (see, e.g., [115])

that
L1,2(R

n) ⊂W r
1 (Rn), r < 2. (3.60)

Clearly, also W 2
2 (Rn) ⊂ L1,2(R

n).
The semigroup generated by the Laplacian in L1(R

n) is given by the clas-
sical convolution formula

[G(t)f ](x) = [µt ∗ f ](x) =

∫

Rn

µt(x− y)f(y)dy (3.61)

of the fundamental solution µt(x) = (4πt)−n/2e−|x|2/4t and the initial data f
([79, p. 69] or [98, p. 32–37]). Inasmuch as

∂β
x [µt ∗ f ](x) = [µt ∗ ∂β

xf ](x) (3.62)

in the sense of distributions, from the Young inequality (2.48) with p = q =
r = 1, we immediately get that (G(t))t≥0 is a strongly continuous semigroup
in any W l

1(R
3), by Proposition 3.13. In particular, for l = 0 we clearly have

‖G(t)f‖L1(Rn) ≤ ‖µt‖L1(Rn)‖f‖L1(Rn) = ‖f‖L1(Rn).

In Section 11.6.4 we need the scale of Bessel potential spaces L1,s(R
n) defined

in a natural way as

L1,s(R
n) := {u ∈ L1(R

n); F−1[ws/2F [u]] ∈ L1(R
n)}, (3.63)

with norms given analogously to (3.59). It can be proved that these spaces
coincide with the domains of fractional powers of the operator I −A1. There-
fore the moment inequality (e.g., [141, p. 73] or [98, p. 37]) is valid: for any
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nonnegative β ≥ s ≥ γ and θ ∈ [0, 1] satisfying s = θβ + (1 − θ)γ and some
constant C > 0 we have

‖u‖L1,s(Rn) ≤ C‖u‖θ
L1,β(Rn)‖u‖1−θ

L1,γ(Rn), u ∈ L1,β(Rn). (3.64)

Applying Hölder’s inequality to (3.64) with particular values β = 2, γ = 0, we
obtain the second moment inequality

‖u‖L1,s(Rn) ≤ K
(
ǫ‖u‖L1,2(Rn) + ǫs/s−2‖u‖L1(Rn)

)
, (3.65)

valid for some constant K > 0, any ǫ > 0, and any u ∈ L1,2(R
n). Inequality

(3.65) is of importance in Theorem 11.19.
Unfortunately, the Bessel potential spaces L1,s(R

n) do not coincide with
Sobolev spaces unless n = 1, but on the other hand, they are ‘close’ to them
([98], p. 35–36). In particular, we have

L1,s′(Rn) ⊂W 1
1 (Rn) ⊂ L1,s′′(Rn) for s′′ < 1 < s′, (3.66)

where all embeddings are continuous.
This result, combined with (3.65), allows us to treat diffusion problems

with convection (represented by a suitable first-order term) by means of per-
turbation techniques; see Section 4.3.

It is important to realize that the space L1,2(R) is only practically suitable
for operators having the Laplacian as their principal part because even a linear
change of variables changes the domain of the generator. In fact, consider, for
instance, the generator B being the realisation of the expression of ux1x1

+
2ux2x2 in L1(R

2). If u ∈ D(B) = L1,2(R
2), then we would have ux2x2 ∈

L1(R
n), as ∆u ∈ L1(R

n) but then also ux1x1 ∈ L1(R
n) and consequently we

would have L1,2(R
2) = W 2

1 (R2), which is false; see [115].

3.2.2 Contractive Semigroups with a Parameter

In many instances we are given a family of generators depending on a param-
eter. It is a natural question as to whether we can patch these generators in
such a way that the obtained object is again a generator in a product space.
If the generators are dissipative, then the result is positive, as follows from
the proposition below.

Let us consider the space X := Lp(Ω,X), where 1 ≤ p < ∞, (Ω,µ) is a
measure space and X is a Banach space. Let us suppose that we are given a
family of operators {(Av, D(Sv))}v∈Ω in X and define the operator (A,D(A))
acting in X according to the following formulae,

D(A) := {u ∈ X ; u(v) ∈ D(Av) for a.e. v ∈ Ω, Au ∈ X}, (3.67)

and, for u ∈ D(A),
(Au)(v) := Avu(v), (3.68)

for almost every v ∈ Ω. We have the following proposition.
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Proposition 3.28. If Av are m-dissipative operators in X for any v ∈ Ω and
the function v → R(λ,Av)f(v) is measurable for any λ > 0 and f ∈ X , then
the operator A is an m-dissipative operator in X . If (Gv(t))t≥0 and (G(t))t≥0

are semigroups generated by Av and A, respectively, then for almost every
v ∈ Ω, t ≥ 0, and u ∈ X we have

[G(t)u](v) = Gv(t)u(v). (3.69)

Proof. Because for almost every v ∈ Ω the operator (Av, D(Av)) is dissipative
in X, we have by Eq. (3.42) that for u(v) ∈ D(Av),

‖(λI −Av)u(v)‖X ≥ λ‖u(v)‖X , λ > 0, a.a. v ∈ Ω. (3.70)

Let f ∈ X = Lp(Ω,X). Because for v ∈ Ω we have f(v) ∈ X, by m-
dissipativity of Av there is u(v) ∈ D(Av) satisfying (λI − Av)u(v) = f(v)
for almost all v ∈ Ω and therefore u(v) = R(λ,Av)f(v). By (3.70) we get

‖u(v)‖X = ‖R(λ,Av)f(v)‖X ≤ λ−1‖f(v)‖X . (3.71)

The function u defined by v → u(v) is measurable by assumption and by
integration we have

‖u‖X ≤ λ−1‖f‖X .
Hence u ∈ X by Theorem 2.22. Consequently, again by (3.42), A is dissipative
in X and λI − A is surjective onto X . Hence A generates a semigroup of
contractions, say (G(t))t≥0, in X .

Let R(λ,A) be the resolvent of A. From the preceding considerations it
follows that for every f ∈ X ,

[R(λ,A)f ](v) = R(λ,Av)f(v). (3.72)

By Eq. (3.22) we have, for an arbitrary u ∈ X and t ≥ 0,

G(t)u = lim
n→∞

(n
t
R
(n
t
,A
))n

u,

and we can extract a subsequence ((nkR(nk/t,A)/t)
nk u)k∈N which converges

in X almost everywhere in Ω. On the other hand this subsequence converges in
X to Gv(t)u(v), by (3.72), because Av is the generator of (Gv(t))t≥0. Therefore
(3.69) holds. ⊓⊔

Example 3.29. Let us consider the following simple transport problem. Find
f ∈ L1(R

2
+) satisfying

∂tf(t, x, v) = v∂xf(t, x, v)− a(v)f(t, x, v), t > 0, (x, v) ∈ R2
+,

f(0, x, v) = f0(x, v),

where f0 ∈ L1(R
2
+). This model can describe the motion of particles with

speed v ≥ 0, which are absorbed at the rate a. In this case f is the density
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of particles at point x moving with speed v. About a we assume that it is a
measurable almost everywhere positive function. By Examples 3.6 and 3.10
we see that the resolvent R(λ,Av) and semigroup (Gv(t))t≥0 in L1(R+) are
given by, respectively,

[R(λ,Av)f ](s) =
1

v
e(λ+a(v))s/v

∞∫

s

e−(λ+a(v))y/vf(y)dy

and
[Gv(t)f ](x) = e−a(v)tf(x + vt).

From, for example, the Fubini theorem [R(λ,Av)f ](s) is measurable as a func-
tion of two variables and thus, by Proposition 3.28, we obtain that the semi-
group for the full problem is given by

[G(t)f ](x, v) = e−a(v)tf(x + vt, v).

Chapters 10 and 11 are concerned with more realistic, and certainly more
involved, transport problems.

3.3 Nonhomogeneous Problems

Nonhomogeneous problems do not belong to the mainstream of topics that
concern us in this monograph. Occasionally, however, we need some basic
results. We recall them at this point.

Let us consider the problem of finding the solution to the Cauchy problem:

du

dt
= Au + f(t), 0 < t < T

u(0) = u0, (3.73)

where 0 < T ≤ ∞, A is the generator of a semigroup, and f : (0, T )→ X is a
known function.

If we are interested in classical solutions then f must be continuous. How-
ever, this condition proves to be insufficient. We thus generalise the concept of
mild solution introduced in (3.13). We observe that if u is a classical solution
of (3.73), then it must be given by

u(t) = G(t)u0 +

t∫

0

G(t− s)f(s)ds (3.74)

(see, e.g., [141, Corollary 4.2.2]). The integral is well defined even if f ∈
L1([0, T ], X) and u0 ∈ X. We call u defined by (3.74) the mild solution of
(3.73). For an integrable f such u is continuous but not necessarily differen-
tiable, and therefore it may be not a solution to (3.73).

We have the following theorem giving sufficient conditions for a mild so-
lution to be a classical solution (see, e.g., [141, Corollary 4.2.5 and 4.2.6]).



3.3 Nonhomogeneous Problems 95

Theorem 3.30. Let A be the generator of a C0-semigroup (G(t))t≥0 and x ∈
D(A). Then (3.74) is a classical solution of (3.73) if either

(i) f ∈ C1([0, T ], X), or
(ii) f ∈ C([0, T ], X) ∩ L1([0, T ], D(A)).

The assumptions of this theorem are often too restrictive for applications.
On the other hand, it is not clear exactly what the mild solutions solve. A
number of weak formulations of (3.73) have been proposed (see, e.g., [82, pp.
88–89] or [47]), all of them having (3.74) as their solutions. We present here
a result from [79, p. 451] which is particularly suitable for our applications in
Subsection 8.3.2.

Proposition 3.31. A function u ∈ C(R+, X) is a mild solution to (3.73)

with f ∈ L1(R+, X) in the sense of (3.74) if and only if
∫ t

0
u(s)ds ∈ D(A) and

u(t) = u0 + A

t∫

0

u(s)ds +

t∫

0

f(s)ds, t ≥ 0. (3.75)

Proof. Suppose u satisfies (3.75). Because, by assumption, u is continuous,
(3.75) can be written as

d

dt

t∫

0

u(s)ds = u0 + A

t∫

0

u(s)ds +

t∫

0

f(s)ds,

hence
∫ t

0
u(s)ds is the solution of (3.73) with inhomogeneity u0+

∫ t

0
f(s)ds and

zero initial condition. Hence, by the discussion preceding (3.74),

t∫

0

u(s)ds =

t∫

0

G(t− s)

⎛
⎝u0 +

s∫

0

f(σ)dσ

⎞
⎠ ds

=

t∫

0

G(t− s)u0ds +

t∫

0

G(t− s)

⎛
⎝

s∫

0

f(σ)dσ

⎞
⎠ ds

=

t∫

0

G(s)u0ds +

t∫

0

G(t− s)

⎛
⎝

s∫

0

f(σ)dσ

⎞
⎠ ds. (3.76)

Now if f ∈ L1(R+, X), then (s, σ) → F (s, σ) := G(s)f(σ) is an integrable
function on [0, t] × [0, t]. In fact, if f is a simple function, then F is measur-
able by Example 2.23, because (G(t))t≥0 is strongly continuous. If f is only
integrable, then it can be approximated by simple functions (fn)n∈N and then
obviously Fn(s, σ) := G(s)fn(σ) converges to F in L1([0, t] × [0, t]), by local
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uniform boundedness of (G(t))t≥0. Thus, changing first the order of integra-
tion and then the variable s in the inner integral according to t− s = r − σ,
we get

t∫

0

G(t− s)

⎛
⎝

s∫

0

f(σ)dσ

⎞
⎠ ds =

t∫

0

⎛
⎝

t∫

σ

G(t− s)f(σ)ds

⎞
⎠ dσ

=

t∫

0

⎛
⎝

t∫

σ

G(r − σ)f(σ)dr

⎞
⎠ dσ =

t∫

0

⎛
⎝

r∫

0

G(r − σ)f(σ)dσ

⎞
⎠ dr,

where to get the last integral we changed the order of integration once again.
Therefore (3.76) takes the form

t∫

0

u(s)ds =

t∫

0

G(s)u0ds +

t∫

0

⎛
⎝

r∫

0

G(r − σ)f(σ)dσ

⎞
⎠ dr. (3.77)

Differentiating and taking into account that u(t) and G(t)u0 are continuous,
we obtain (3.74).

To prove the converse we note that u, defined by (3.74), is continuous.
Integrating (3.74) and performing the above calculations in the reverse order
we obtain (3.76),

t∫

0

u(s)ds =

t∫

0

G(t− s)

⎛
⎝u0 +

s∫

0

f(σ)dσ

⎞
⎠ ds.

If f(t) were continuous then we would be able to use Theorem 3.30 to claim

that v(t) :=
∫ t

0
u(s)ds is a classical solution to (3.73) and then, by differen-

tiating v, to obtain (3.75). For f that is only integrable we have to proceed

with more care. Consider u0 + F (t) = u0 +
∫ t

0
f(σ)dσ. By (3.7) and (3.6) we

obtain that
∫ t

0
G(t − s)u0ds ∈ D(A) and is differentiable with the derivative

G(t)u0 so that we have to show that v1(t) :=
∫ t

0
G(t − s)F (s)ds ∈ D(A). By

the definition of the domain we have to consider

G(h)− I

h
v1(t) =

1

h

⎛
⎝

t∫

0

G(t + h− s)F (s)ds−
t∫

0

G(t− s)F (s)ds

⎞
⎠

=
1

h

⎛
⎝v1(t + h)− v1(t)−

t+h∫

t

G(t + h− s)F (s)ds

⎞
⎠ .

Because u is continuous, v is continuously differentiable and so is v1(t) =

v(t) −
∫ t

0
G(t − s)u0ds. Hence we only have to deal with the second term.

Noting that, by (3.6),
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lim
h→0+

1

h

t+h∫

t

G(t + h− s)F (t)ds = lim
h→0+

1

h

h∫

0

G(u)F (t)du = F (t),

we obtain, using uniform continuity of F to pass to the limit in the last line,

lim
h→0+

1

h

t+h∫

t

G(t + h− s)F (s)ds

= F (t) + lim
h→0+

1

h

t+h∫

t

G(t + h− s)(F (s)− F (t))ds

= F (t) + lim
h→0+

1

h

h∫

0

G(u)(F (t + h− u)− F (t))du = F (t).

Thus, by (3.6)

Av(t) = A

t∫

0

G(t− s)u0ds + lim
h→0+

G(h)− I

h
v1(t)

= G(t)u0 − u0 + u(t)−G(t)u0 −
t∫

0

f(s)ds,

hence v(t) ∈ D(A) for any t > 0 and satisfies (3.75). ⊓⊔

3.4 Positive Semigroups

Definition 3.32. Let X be a Banach lattice. We say that the semigroup
(T (t))t≥0 on X is positive if for any x ∈ X+ and t ≥ 0,

T (t)x ≥ 0.

We say that an operator (A,D(A)) is resolvent positive if there is ω such that
(ω,∞) ⊂ ρ(A) and R(λ,A) ≥ 0 for all λ > ω.

Remark 3.33. In this section, because we address several problems related to
spectral theory, we need complex Banach lattices. Let us recall, Definitions
2.85 and 2.90, that a complex Banach lattice is always a complexification XC

of an underlying real Banach lattice X. In particular, x ≥ 0 in XC if and only
if x ∈ X and x ≥ 0 in X.

It is easy to see that a strongly continuous semigroup is positive if and only
if its generator is resolvent positive. In fact, the positivity of the resolvent for
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λ > ω follows from (3.31) and closedness of the positive cone; see Proposition
2.73. Conversely, the latter with the exponential formula (3.22) shows that
resolvent positive generators generate positive semigroups.

A number of spectral results for semigroups can be substantially improved
if the semigroup in question is positive. The following theorem holds, [139,
Theorem 1.4.1].

Theorem 3.34. Let (G(t))t≥0 be a positive semigroup on a Banach lattice,
with generator A. Then

R(λ,A)x =

∞∫

0

e−λtG(t)xdt (3.78)

for all λ ∈ C with ℜλ > s(A). Furthermore,

(i) Either s(A) = −∞ or s(A) ∈ σ(A);
(ii) For a given λ ∈ ρ(A), we have R(λ,A) ≥ 0 if and only if λ > s(A);
(iii) For all ℜλ > s(A) and x ∈ X, we have |R(λ,A)x| ≤ R(ℜλ,A)|x|.

Proof. From Proposition 3.16 we have s(A) ≤ abs(G) = ω1(G), hence if
ω1(G) = −∞, then s(A) = −∞. We may therefore assume that ω1(G) > −∞.
First, we prove that ω1(G) ∈ σ(A). If we assume the contrary then R(λ,A),
which is analytic for ℜλ > ω1(G) (= abs(G)), can be extended to an ǫ-
neighbourhood of ω1(G) for some ǫ > 0. However, by Proposition 3.15, for
ℜλ > ω1(G) the resolvent R(λ,A) is the Laplace transform of t → G(t)x. If
x ≥ 0, then Theorem 2.94 implies that L(G(t)x) can be extended analytically
for ℜλ > ω1(G)−ǫ. By decomposing any x ∈ X into real and imaginary parts
(see Definition 2.85) and then each of these into positive and negative parts,
we see that L(G(t)x) exists for any x ∈ X in the half-plane ℜλ > ω1(G) − ǫ
which contradicts the result that ω1(G) = abs(G) (see Proposition 3.16).
Thus, ω1(G) ∈ σ(A) and therefore ω1(G) ≤ s(A) which yields s(A) = ω1(G).

To prove (ii) we note that if λ > s(A), then by the first part of the
proof, λ > abs(G), and thus R(λ,A), given by (3.78), is positive as (G(t))t≥0

is positive. Conversely, assume that λ ∈ C and R(λ,A) ≥ 0. We begin by
proving that λ ∈ R. Let x ≥ 0, y = R(λ,A)x ≥ 0, and note that by Definition
2.85,

Ay = lim
t→0+

1

t
(G(t)y − y) = lim

t→0+

1

t
(G(t)y − y) = Ay,

and thus the identity

λy −Ay = x = x̄ = λy −Ay = λ̄y −Ay

shows that λ = λ̄.
Because for all µ ≥ s(A) we have R(µ,A) ≥ 0, taking arbitrary µ >

max{λ, s(A)}, we obtain from the resolvent identity (2.54),
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R(λ,A) = R(µ,A) + (µ− λ)R(λ,A)R(µ,A) ≥ R(µ,A) ≥ 0 (3.79)

by assumption. Because λ ∈ ρ(A), λ �= s(A) (by the first part of the proof).
Suppose λ < s(A). Then we can take λ < µ → s(A) and because s(A) ∈
σ(A), Theorem 2.35 implies ‖R(µ,A)‖ → ∞, which contradicts (3.79). Hence
λ > s(A).

To prove (iii) we note that by (3.78) for x ∈ X and ℜλ > s(A),

|R(λ,A)x| ≤
∞∫

0

e−ℜλtG(t)|x|dt = R(ℜλ,A)|x|,

where the integrals are understood in the improper sense. ⊓⊔

Remark 3.35. It can be proved, [12, Proposition 5.11.2], that the statement
(ii) is true for any resolvent positive operator and not only for generators of
positive semigroups but the proof of this fact is much more involved.

Example 3.36. Consider the translation semigroup on [0, 1] discussed in Exam-
ple 3.11. It is a positive semigroup satisfying ω1(G) = −∞, because G(t)f = 0
for any f if t > 1. Consequently s(A) = −∞ and σ(A) = ∅, in agreement with
Example 2.37.

From Theorem 3.34 we see that the spectral bound of the generator of a
positive semigroup controls the growth rate of all classical solutions. However,
the strict inequality s(A) < ω0(G) can still occur, as was shown by Arendt; see
[139, Example 1.4.4]. In this example X = Lp([1,∞)) ∩ Lq([1,∞)), 1 ≤ p <
q <∞, and the semigroup in question is (G(t)f)(s) := f(set), s > 1, t > 0. Its
generator is (Af)(s) = sf ′(s) on the maximal domain and it can be proved
that s(A) = −1/p < −1/q = ω0(G).

Interestingly enough, s(A) = ω0(G) holds for positive semigroups on Lp-
spaces. This was proved a few years ago by L. Weis, [168]; see also [139,
Section 3.5]. The theorem for general p is quite involved so we do not present
it here. However, for the case p = 1, which is most relevant for the applications
described in this book, it can be proved with much less effort.

Theorem 3.37. Let (G(t))t≥0 be a positive semigroup on an AL-space and
let A be its generator. Then s(A) = ω0(G).

The theorem is a corollary of a general result known as the Datko theorem.

Theorem 3.38. Let A be the generator of a semigroup (G(t))t≥0. If, for some
p ∈ [1,∞),

∞∫

0

‖G(t)x‖pdt <∞, (3.80)

for all x ∈ X, then ω0(G) < 0.
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Proof. First we show that (G(t))t≥0 is bounded. There are constants M1, ω
for which ‖G(t)‖ ≤ M1e

ωt. We can assume ω > 0, as otherwise there is
nothing to prove. From (3.80) it follows that G(t)x → 0 as t → ∞ for any
x ∈ X. Otherwise there would be x ∈ X, δ > 0, and (ti)i∈N diverging to ∞
such that ‖G(ti)x‖ ≥ δ, where we can assume that tj − tj−1 ≥ ω−1. Denote
Ii = [ti − ω−1, ti]. Then the length of each interval Ii is ω−1 and they do
not overlap. The increment of ‖G(t)x‖ over each Ii is not greater than M1e,
therefore we see that ‖G(t)x‖ ≥ δ/M1e for t ∈ Ii and any i. Hence

∞∫

0

‖G(t)x‖pdt ≥
∞∑

i=0

∫

Ii

‖G(t)x‖pdt ≥
(

δ

M1e

)p ∞∑
i=0

µ(Ii) =∞,

which contradicts (3.80). The Banach–Steinhaus theorem implies ‖G(t)‖ ≤M
and the first part is proved. Next, (3.80) implies that the map S : X →
Lp(R+, X) given by Sx = G(t)x is defined on the whole X and it is also
closed. In fact, let xn → x in X and G(·)xn → f(·) in Lp(R+, X). Then
there is a subsequence of (xn)n∈N such that G(t)xnk

→ f(t) for almost every
t ∈ R+. Because G(t)xn → G(t)x for any t ≥ 0, we obtain f(t) = G(t)x
almost everywhere and, by continuity, for all t. The Closed Graph Theorem
gives now

‖Sx‖p =

∞∫

0

‖G(t)x‖pdt ≤Mp
2 ‖x‖p. (3.81)

Next let us take ρ ∈ (0,M−1), where ‖G(t)‖ ≤M , and define

tx(ρ) := sup{t; ‖G(s)x‖ ≥ ρ‖x‖ for 0 ≤ s ≤ t}.

From the first part of the proof we see that tx(ρ) is finite for every x ∈ X.
Moreover

tx(ρ)ρp‖x‖p ≤
tx(ρ)∫

0

‖G(t)x‖pdt ≤
∞∫

0

‖G(t)x‖pdt ≤Mp
2 ‖x‖p,

hence tx(ρ) ≤ t0 := (M2/ρ)
p

and so x → tx(ρ) is uniformly bounded on X.
Taking t > t0, we obtain

‖G(t)x‖ ≤ ‖G(t− tx(ρ))‖‖G(tx(ρ))x‖ ≤Mρ‖x‖,

where Mρ < 1 by the choice of ρ. Finally, let us fix t1 > t0 and let t = nt1 + s
with 0 ≤ s < t1. Then

‖G(t)‖ ≤ ‖G(s)‖‖G(nt1)‖ ≤M‖G(t1)‖n ≤M(Mρ)n ≤M ′e−µt,

where µ = −(lnMρ)/t1 and M ′ = ρ−1. ⊓⊔
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Proof of Theorem 3.37. Defining <f, x>:= ‖x‖ for x ∈ X+ we obtain a
positive additive functional which can be extended to a bounded positive
linear functional by Theorems 2.64 and 2.65. Let ω > abs(G) = s(A) (see
Theorem 3.34). Then for x ≥ 0 and τ > 0, we have

τ∫

0

e−ωt‖G(t)x‖dt =

〈
f,

τ∫

0

e−ωtG(t)xdt

〉
≤ <f,R(ω,A)x> .

Therefore ∞∫

0

e−ωt‖G(t)x‖dt < +∞

for all x ∈ X+ and hence for all x ∈ X. Theorem 3.38 then implies ‖G(t)‖ ≤
Me(ω−µ)t for some µ > 0, hence ω0(G) < ω which yields ω0(G) ≤ s(A) and
consequently s(A) = ω0(G). ⊓⊔

We conclude this section by briefly describing an approach of [9] which leads
to several interesting results.

To fix attention, assume for the time being that ω < 0 (thus, in particular,
A is invertible and −A−1 = R(0, A)) and λ > 0. We note the resolvent identity

−A−1 = (λ−A)−1 + λ(λ−A)−1(−A−1),

which can be extended by induction to

−A−1 = R(λ,A) + λR(λ,A)2 + · · ·+ λnR(λ,A)n(−A−1). (3.82)

Now, because all terms above are nonnegative, we obtain

sup
n∈N,λ>ω

{λn‖(λ−A)−n(−A−1)‖X} = M < +∞.

This is ‘almost’ the Hille–Yosida estimate and allows us to prove that the
Cauchy problem (3.10), (3.11) has a mild Lipschitz continuous solution for
u0 ∈ D(A2). If, in addition, A is densely defined, then this mild solution is
differentiable, and thus it is a strict solution (see, e.g., [9] and [12, pp. 191–
200]). These results are obtained by means of the integrated, or regularised,
semigroups, which are beyond the scope of this monograph, so we do not enter
into details of this very rich field. We mention, however, an interesting con-
sequence of (3.82) for semigroup generation which has already found several
applications, [52, 53].

Theorem 3.39. [9, 49] Let A be a densely defined resolvent positive operator.
If there exist λ0 > s(A), c > 0 such that for all x ≥ 0,

‖R(λ0, A)x‖X ≥ c‖x‖X , (3.83)

then A generates a positive semigroup (GA(t))t≥0 on X and s(A) = ω0(GA).
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Proof. Let us take s(A) < ω ≤ λ0 and set B = A − ωI so that s(B) < 0.
Because R(0, B) = R(ω,A) ≥ R(λ0, A), it follows from (3.83) and Remark
2.68 that

‖R(0, B)x‖X ≥ ‖R(λ0, A)x‖X ≥ c‖x‖X

for x ≥ 0. Using (3.82) for B and taking x = λnR(λ,B)ng, g ≥ 0 we obtain,
by (3.83),

‖λnR(λ,B)ng‖X ≤ c−1‖R(0, B)λnR(λ,B)ng‖ ≤ c−1‖R(0, B)g‖X ≤M‖g‖X ,

for λ > 0. Again using Remark 2.68, we can extend the above estimate onto X
proving the Hille–Yoshida estimate. Because B is densely defined, it generates
a bounded positive semigroup and thus ‖GA(t)f‖ ≤ eωt. Because ω > s(A)
was arbitrary, this shows that ω0(GA) ≤ s(A) and hence we have equality. ⊓⊔

3.5 Pseudoresolvents and Approximation of Semigroups

Let A be a closed, densely defined operator on X and R(λ,A) = (λI − A)−1

be its resolvent. Let us recall that if µ, λ are in the resolvent set ρ(A), then
we have the resolvent identity

R(λ,A)−R(µ,A) = (µ− λ)R(λ,A)R(µ,A).

This suggests the following definition.

Definition 3.40. Let ∆ ⊂ C. A family {J(λ)}λ∈∆ of bounded linear operators
on X that satisfies

J(λ)− J(µ) = (µ− λ)J(λ)J(µ), λ, µ ∈ ∆ (3.84)

is called a pseudoresolvent on ∆.

Theorem 3.41. Let {J(λ)}λ∈∆ be a pseudoresolvent on ∆ ⊂ C.

(a) The range ImJ(λ) and the kernel KerJ(λ) are independent of λ ∈ ∆;
(b) J(λ) is the resolvent of a unique densely defined closed operator A if and

only if KerJ(λ) = {0} and ImJ(λ) is dense in X.

Proof. (a) By
J(λ) = J(µ)(I + (µ− λ)J(λ)),

we see that ImJ(λ) ⊂ ImJ(µ) and, interchanging µ and λ, we obtain the
equality. Similarly

J(λ) = (I + (µ− λ)J(λ))J(µ),

gives KerJ(λ) ⊃ KerJ(µ) and by symmetry we obtain the equality.
(b) It is enough to prove sufficiency. Because KerJ(λ) = {0}, J(λ) is

one-to-one and we can define for some λ0 ∈ ∆,
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A = λ0I − J(λ0)
−1.

As defined, A is linear, closed, and with D(A) = ImJ(λ0), dense in X. Also,
directly from the definition, R(λ0, A) = J(λ0). For λ ∈ ∆ we have

(λI −A)J(λ) = ((λ− λ0)I + (λ0 −A))J(λ)

= ((λ− λ0)I + (λ0 −A))J(λ0)(I + (λ0 − λ)J(λ))

= (λ− λ0)J(λ0)(I + (λ0 − λ)J(λ)) + I + (λ0 − λ)J(λ)

= I + (λ− λ0)(J(λ0)− J(λ)− (λ− λ0)J(λ)J(λ0)) = I.

Similarly

J(λ)(λI −A) = (I + (λ0 − λ)J(λ))J(λ0)((λ− λ0)I + (λ0I −A))

= (I + (λ0 − λ)J(λ))((λ− λ0)J(λ0) + I)

= I + (λ0 − λ)(−J(λ0) + J(λ) + (λ− λ0)J(λ)J(λ0)) = I,

so that J(λ) = R(λ,A) for every λ ∈ ∆. In particular, A is independent of λ
and uniquely determined by J(λ). ⊓⊔

Corollary 3.42. Assume that ∆ is an unbounded subset of C and J(λ) is a
pseudoresolvent on ∆. Assume that there is a sequence λn with |λn| → ∞
such that either

(i)
‖λnJ(λn)‖ ≤M (3.85)

for some M < +∞ and ImJ(λ) is dense in X, or
(ii)

lim
n→∞

λnJ(λn)x = x (3.86)

for any x ∈ X.

Then J(λ) is the resolvent of a unique densely defined closed operator A.

Proof. (i) It is enough to prove that KerJ(λ) = {0}. Clearly, ‖J(λn)‖ → 0
as n→∞ and, writing (3.84) as

J(λn)− µJ(µ)J(λn) = J(µ)− λnJ(λn)J(µ), µ ∈ ∆,

we get
lim

n→∞
‖(λnJ(λn)− I)J(µ)‖ = 0.

Therefore, if x ∈ ImJ(µ), we have

lim
n→∞

λnJ(λn)x = x.

Because ImJ(µ) is dense in X and λnJ(λn) are uniformly bounded, we
have this convergence on the whole X. Thus, if x ∈ KerJ(µ) then, because
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KerJ(λ) is independent of λ, λnJ(λn)x = 0 for all n and therefore x = 0,
which proves the assertion.

(ii) Because ImJ(µ) is a linear space independent of µ, λnJ(λn)x ∈
ImJ(µ) for any x ∈ X. Hence, by (3.86), ImJ(µ) is dense in X. Also, by
the Banach–Steinhaus theorem, (3.86) implies (3.85); thus the assumptions of
(i) are satisfied and J(λ) is a resolvent. ⊓⊔

The theory of pseudoresolvents is important to develop the Trotter–Kato
theory for approximation of semigroups. The main result of this theory is the
following theorem.

Theorem 3.43. Let An ∈ G(M,ω). If there exists λ0 with ℜλ0 > ω such that

(a) for every x ∈ X,
lim

n→∞
R(λ0, An)x = R(λ0)x,

(b) the range of R(λ0) is dense in X,

then there exists a unique operator A ∈ G(M,ω) such that R(λ0) = R(λ0, A).
Moreover, if (Gn(t))t≥0 are semigroups generated by An and (G(t))t≥0 is

generated by A, then for any x ∈ X

lim
n→∞

Gn(t)x = G(t)x (3.87)

uniformly in t on bounded intervals.

Proof. We can assume that ω = 0. The first step is to prove that the con-
vergence occurs for all λ with ℜλ > 0. Define S to be the set of all such λ
for which (R(λ,An)x)n∈N converges. Let µ ∈ S and expand R(λ,An) in the
Taylor series around µ:

R(λ,An) =
∞∑

k=0

(µ− λ)kR(µ,An)k+1. (3.88)

We know, Eq. (3.33), that

‖R(µ,An)k‖ ≤M(ℜµ)−k, (3.89)

so that the series converges in the uniform operator topology for all λ satisfying
|λ − µ|/ℜµ < 1 and this convergence is uniform in λ for all λ satisfying
|λ− µ|/ℜµ ≤ θ for any θ < 1. Thus, for any ǫ > 0 we can find k0 such that

‖
∞∑

k=k0+1

(µ− λ)kR(µ,An)k+1x‖ ≤ ‖x‖Mℜµ
∞∑

k=k0+1

θk < ǫ‖x‖.

Next, we observe that from R(µ,An)x→ R(µ)x it follows that R(µ,An)kx→
R(µ)kx for any k. In fact,

R(µ,An)k+1x = R(µ,An)(R(µ,An)kx−R(µ)kx) + R(µ,An)R(µ)kx (3.90)
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and the statement follows by induction from the boundedness of ‖R(µ,An)kx‖.
Thus, we find n0 such that for n,m ≥ n0 and all k ≤ k0, we have

‖R(µ,An)k+1x−R(µ,Am)k+1x‖ ≤ ǫ‖x‖.
Now, for such n,m we obtain

‖R(λ,An)x−R(λ,Am)x‖ =

∥∥∥∥
∞∑

k=0

(µ− λ)k(R(µ,An)k+1x−R(µ,Am)k+1x)

∥∥∥∥

≤ ǫ‖x‖(
k0∑

k=0

(θℜµ)k + 2)

so that (R(λ,An))n∈N strongly converges for all λ satisfying |λ − µ| < θℜµ
provided (R(µ,An))n∈N converges. Thus, for any fixed µ with 0 < ℜµ < ℜλ0,
any point on the closed half-plane {λ ∈ C; ℜλ ≥ ℜµ} can be reached from
λ0 by a finite chain of disks of radius θℜµ so this half-plane is in S. Because
µ can be fixed arbitrarily with ℜµ > 0, we see that S = {λ ∈ C; ℜλ > 0}.

For every λ with ℜλ > 0 we define a linear operator R(λ) by

R(λ)x = lim
n→∞

R(λ,An)x.

Passing to the limit in the resolvent identity for An we obtain

R(λ)−R(µ) = (µ− λ)R(λ)R(µ), ℜλ,ℜµ > 0,

and therefore R(λ) is a pseudoresolvent by (3.84). By Theorem 3.41(a) the
ranges of a pseudoresolvent are independent of λ, and thus we have the density
of the range of R(λ) by (b). Also, passing to the limit in (3.89), we obtain

‖R(λ)k‖ ≤Mℜλ−k

so that, in particular, for k = 1 and real λ > 0 we obtain the assumption
(3.85) of Corollary 3.42 and therefore R(λ) is the resolvent of a densely defined
closed operator A with R(λ) = R(λ,A) that, by the above, is the generator
of a semigroup of type (M,0).

As in the proof of Proposition 3.4, we note that if t → f(t) is an X-
differentiable function taking values in the domain of the generator T of a
semigroup (S(t))t≥0, then the function t→ S(t)f(t) is differentiable with

d

dt
S(t)f(t) = S(t)f ′(t) + S(t)Tf(t).

Using this result we have, for any fixed t and 0 < s < t,

d

ds
Gn(t− s)R(λ,An)G(s)R(λ,A)x

= Gn(t− s)R(λ,An)G(s)AR(λ,A)x−Gn(t− s)AnR(λ,An)G(s)R(λ,A)x

= λGn(t− s)R(λ,An)G(s)R(λ,A)x−Gn(t− s)R(λ,An)G(s)x

− λGn(t− s)R(λ,An)G(s)R(λ,A)x + Gn(t− s)G(s)R(λ,A)x

= Gn(t− s)(R(λ,A)−R(λ,An))G(s)x,
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so that, integrating the left-hand side from 0 to t, we get

R(λ,An)G(t)R(λ,A)x−Gn(t)R(λ,An)R(λ,A)x = R(λ,An)(G(t)−Gn(t))R(λ,A)x

and finally

R(λ,An)(G(t)−Gn(t))R(λ,A)x =

t∫

0

Gn(t− s)(R(λ,A)−R(λ,An))G(s)xds.

(3.91)
Next consider

(Gn(t)−G(t))R(λ,A)x

= Gn(t)R(λ,A)x−G(t)R(λ,A)x + Gn(t)R(λ,An)x−Gn(t)R(λ,An)x

+ R(λ,An)G(t)x−R(λ,An)G(t)x

= Gn(t)(R(λ,A)x−R(λ,An)x) + (R(λ,An)−R(λ,A))G(t)x

+ R(λ,An)(Gn(t)−G(t))x = I1,n(t) + I2,n(t) + I3,n(t).

Let us fix t1 < +∞ and let t ∈ [0, t1]. Because ‖Gn(t)‖ ≤ M , we get
limn→∞ I1,n(t) = 0 uniformly in t on [0, t1]. Moreover, as the set {G(t)x; 0 ≤
t ≤ t1} is compact in X, we see that limn→∞ I2,n(t) = 0 uniformly in t ∈ [0, t1],
as in the proof of Corollary 2.12.

To estimate I3,n(t) we write x = R(λ,A)y and use (3.91) to obtain

‖In,3(t)‖ =

∥∥∥∥∥∥

t∫

0

Gn(t− s)(R(λ,An)−R(λ,A))G(s)yds

∥∥∥∥∥∥

≤
t1∫

0

‖Gn(t− s)‖‖(R(λ,An)−R(λ,A))G(s)y‖ds

≤ M

t1∫

0

‖(R(λ,An)−R(λ,A))G(s)y‖ds.

The integrand converges to zero for each s and can be estimated

‖(R(λ,An)−R(λ,A))G(s)y‖ ≤ (‖R(λ,An)‖+ ‖R(λ,A)‖)‖G(s)‖‖y‖
≤ 2M2ℜλ−1‖y‖

from the Hille–Yosida theorem. Thus, by the Lebesgue dominated convergence
theorem, In,3(t) also tends to zero uniformly in t ∈ [0, t1]. Hence, we have

lim
n→∞

‖R(λ,An)(Gn(t)−G(t))R(λ,A)y‖ = 0

uniformly in t ∈ [0, t1]. Thus, for any x = R(λ,A)2y ∈ D(A2),
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lim
n→∞

‖(Gn(t)−G(t))x‖ = 0 (3.92)

uniformly in t. Because ‖Gn(t) − G(t)‖ is uniformly bounded and D(A2) is
dense in X, by the Banach–Steinhaus theorem (3.92) can be extended to X.
⊓⊔

Corollary 3.44. If the limit

lim
λ→∞

λR(λ,An)x = x (3.93)

is uniform in n, then R(λ) is the resolvent of a densely defined closed operator.

Proof. Writing the assumption explicitly as: for any ǫ there is λ0 such that for
every λ > λ0 and any n ‖λR(λ,An)x−x‖ ≤ ǫ, we can pass to the limit inside,
so that ‖λR(λ)x− x‖ ≤ ǫ and condition (ii) of Corollary 3.42 is satisfied. ⊓⊔

Theorem 3.45. Assume that An ∈ G(M,ω) satisfy

(i) Anx→ Ax as n→∞ on a dense subset D of X,
(ii) Im(λ0I −A)D = X for some λ0 > ω,

then A ∈ G(M,ω) and the assertions of Theorem 3.43 hold.

Proof. We begin by proving the convergence of resolvents of An. Let y ∈ D,
x = (λ0I − A)y, and xn = (λ0I − An)y. Because Any → Ay, we see that
xn → x as n→∞. Also

lim
n→∞

R(λ0, An)x = lim
n→∞

(R(λ0, An)(x− xn) + R(λ0, An)xn)

= lim
n→∞

R(λ0, An)(x− xn) + y = y, (3.94)

on account of the norm boundedness of R(λ0, An). Thus, R(λ0, An) converges
on (λ0I − A)D. But this set is dense in X and again using boundedness of
‖R(λ0, An)‖ we obtain convergence of R(λ0, An) on the whole space. Define

lim
n→∞

R(λ0, An)x = R(λ0)x. (3.95)

From (3.94) we see that D is contained in the range of R(λ0) hence the latter
is dense. By Theorem 3.43 we have the existence of an operator A′ ∈ G(M,ω)
such that R(λ0, A

′) = R(λ0).
To prove that A′ = A, we first show that A′ ⊃ A. For x ∈ D we have

lim
n→∞

R(λ0, An)(λ0I −A)x = R(λ0, A
′)(λ0I −A)x,

and on the other hand

R(λ0, An)(λ0I −A)x = R(λ0, An)(λ0I −An)x + R(λ0, An)(An −A)x

= x + R(λ0, An)(An −A)x→ x,
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as n→∞ due to the norm boundedness of R(λ0, An). Therefore

R(λ0, A
′)(λ0I −A)x = x

for x ∈ D so that A′x = Ax on D and therefore A′ ⊃ A. Let y′ = A′x′ so
that λ0x

′ −A′x′ = λ0x
′ − y′. Because A′ is an extension of A, (λ0I −A′)D is

dense in X and there is a sequence (xn)n∈N ⊂ D such that

lim
n→∞

yn = lim
n→∞

(λ0I −A′)xn = lim
n→∞

(λ0I −A)xn = λ0x
′ − y′.

Thus

lim
n→∞

xn = lim
n→∞

R(λ0, A
′)yn = R(λ0, A

′)(λ0x
′ −A′x′) = x′

and
lim

n→∞
Axn = lim

n→∞
(λ0xn − yn) = y′.

Therefore y′ = Ax′ and A′ ⊂ A. This proves A′ = A. ⊓⊔

3.6 Uniqueness and Nonuniqueness

Let us return to the general Cauchy problem (3.1), (3.2). If, for a given u0,
it has two solutions, then their difference is again a solution of (3.1) but
corresponding to the null initial condition – it is called a nul-solution; see
[100, Section 23.7]. We say that a solution is of normal type ω if

lim sup
t→∞

t−1log‖u(t)‖ = ω < +∞. (3.96)

A solution u(t) is said to be of normal type if it is of normal type ω for some
ω < +∞.

Remark 3.46. It is easy to see that if u(t) is of normal type ω, then for any
ω′ > ω there is Mω′ such that

‖u(t)‖ ≤Mω′eω′t.

Indeed, otherwise there would be ω̄ > ω such that for any n there would be
tn with

‖u(tn)‖ ≥ neω̄tn .

We can assume that (tn)n∈N is unbounded as otherwise there would be a
subsequence converging to a finite value t at which the solution would blow-
up, contrary to the assumption that the solution is continuous for all t. Thus

lim sup
t→∞

t−1log‖u(t)‖ ≥ logn

tn
+ ω̄ > ω.

Conversely, if the solution is exponentially bounded, then it is of normal type.
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Theorem 3.47. [100, Theorem 23.7.1] If A is a closed operator whose point
spectrum is not dense in any right half-plane, then for each u0 ∈ X the Cauchy
problem of Definition 3.1 has at most one solution of normal type.

Proof. If there are two solutions of possibly different, normal type, then their
difference, say u, is a nul-solution of some normal type, say ω. Let

L(λ)u =

∞∫

0

e−λtu(t)dt,

where the integral exists as the Bochner integral for ℜλ > ω where it defines
a holomorphic function. For such λ and 0 < α < β < +∞ we have

β∫

α

e−λtu′(t)dt =

β∫

α

e−λtAu(t)dt = A
β∫

α

e−λtu(t)dt,

where we used the closedness of A. Integrating the first term by parts we have

β∫

α

e−λtu′(t)dt = e−βλu(β)− e−αλu(α) + λ

β∫

α

e−λtu(t)dt

and the right-hand side converges to λL(λ, u) as α → 0+ and β → ∞ be-

cause u(0) = 0. Thus A
∫ β

α
e−λtu(t)dt also converges and because the integral

converges to L(λ)u, from closedness of A we obtain

AL(λ)u = λL(λ)u.

Now, L(λ)u is not identically zero as the Laplace transform of a supposedly
nonzero function and, being analytic, can be equal to zero on at most discrete
set of points. Thus, L(λ)u is an eigenvector of A for all λ with ℜλ > ω except
possibly for a discrete set of λ. Thus the point spectrum is dense, contrary to
the assumption. ⊓⊔

Theorem 3.48. [100, Theorem 23.7.2] Let A be a closed operator. The
Cauchy problem (3.1), (3.2) has a nul-solution of normal type ≤ ω if and
only if the eigenvalue problem

Ay(λ) = λy(λ) (3.97)

has a solution y(λ) �= 0 that is a bounded and holomorphic function of λ in
each half-plane ℜλ ≥ ω + ǫ, ǫ > 0.

Proof. The necessity follows from the previous theorem. To prove sufficiency,
assume that y0(λ) is bounded and holomorphic for ℜλ ≥ ω+ǫ for some ǫ > 0.
Because the solution to (3.97) can be multiplied by an arbitrary numerical
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function and still be a solution, we consider y(λ) = (λ + 1 − ω)−3y0(λ) and
take the inverse Laplace transform (2.44),

u(t) =
1

2πi

γ+i∞∫

γ−i∞

eλty(λ)dλ, γ > ω. (3.98)

Thanks to the regularising factor, the integrand is bounded by an integrable
function locally uniformly with respect to t ∈ (−∞,+∞). Thus it is absolutely
convergent to a function continuous in t on the whole real line, which satisfies
the estimate

‖u(t)‖ ≤ 2 sup
−∞<r<∞

‖y0(γ + ir)‖eγt(γ − ω + 1)2.

The estimate is independent of γ due to properties of complex integration and
therefore, for t < 0, we obtain that y(t) = 0 by moving γ to ∞. From the
above we also obtain that the type of u(t) does not exceed ω. Using closedness
of A we obtain

Au(t) =
1

2πi

γ+i∞∫

γ−i∞

eλtAy(λ)dλ =
1

2πi

γ+i∞∫

γ−i∞

eλtλy(λ)dλ.

Due to the fact that the regularising factor behaves as (ℑλ)−3, the last integral
is still absolutely convergent and equals u′(t). Thus it follows that u(t) is a
nul-solution of type ≤ ω. Clearly, u(t) cannot be identically zero as it has a
nonzero Laplace transform y(λ). ⊓⊔

Similar considerations can be carried also for mild (or integral) solutions.
In the present context we say that u is a mild solution of (3.1), (3.2) if u ∈
C([0,∞), X),

∫ t

0
u(s)ds ∈ D(A) for any t > 0, and

u(t) =
◦
u +A

t∫

0

u(s)ds, t > 0. (3.99)

As in (3.12), it is clear that U(t) =
∫ t

0
u(s)ds is a classical solution of the

nonhomogeneous problem

∂tU = AU+
◦
u, t > 0,

lim
t→0+

U(t) = 0. (3.100)

In particular, if u is a mild nul-solution to (3.1), (3.2) of normal type ω, then
U is a nul-solution to (3.100) of the same type. We can prove the following
minor modification of Theorem 3.48.
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Corollary 3.49. Let A be a closed operator. If (3.1), (3.2) has a mild nul-
solution of type ≤ ω, then the characteristic equation

Ay(λ) = λy(λ) (3.101)

has a solution y(λ) �= 0, which is a bounded and holomorphic function of λ in
each half-plane Reλ ≥ ω + ǫ, ǫ > 0. Again, y(λ) in (3.101) can be taken as

y(λ) =

∞∫

0

e−λtu(t)dt. (3.102)

Proof. If u is a mild nul-solution of type ω, then U(t) =
∫ t

0
u(s)ds is a nul-

solution of the same type. Thus, by Theorem 3.48, the first part of the propo-
sition is proved with y(λ) of Eq. (3.101) given by

y(λ) =

∞∫

0

e−λtU(t)dt.

Easy calculation shows that ‖y(λ)‖ = O(λ−1). Moreover,

Y (λ) :=

∞∫

0

e−λtu(t)dt = λy(λ),

hence Y (λ) is a bounded holomorphic function for Reλ ≥ ω+ǫ, ǫ > 0. Because
multiplication by λ does not influence (3.101), Eq. (3.102) is proved. ⊓⊔

Now we investigate a relation between Cauchy problems (3.1), (3.2) and
(3.10), (3.11). Let (A,D(A)) be the generator of a C0-semigroup (G(t))t≥0

on a Banach space X. To simplify notation we assume that (G(t))t≥0 is a
semigroup of contractions, hence {λ; Reλ > 0} ⊂ ρ(A).

Let us further assume that there exists an extension A of A defined on the
domain D(A). We have the following basic result.

Lemma 3.50. Under the above assumptions, for any λ with Reλ > 0,

D(A) = D(A)⊕Ker(λI −A). (3.103)

If we equip D(A) with the graph norm, then D(A) is a closed subspace of
D(A) and the projection of D(A) onto D(A) along Ker(λI −A) is given by

x = Px′ = R(λ,A)(λI −A)x′, x′ ∈ D(A). (3.104)
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Proof. Let us fix λ with Reλ > 0. Because A ⊂ A, then

λI −A ⊂ λI −A, (3.105)

and therefore Im(λI − A) = X for Reλ > 0. Because A is the generator of
a contraction semigroup, for any x′ ∈ D(A) there exists a unique x ∈ D(A)
such that

(λI −A)x = (λI −A)x′.

Denote P = R(λ,A)(λI −A). By (3.105) it is a linear surjection onto D(A),
bounded as an operator from D(A) into D(A) equipped with the graph norm.
Moreover, again by (3.105),

P 2 = R(λ,A)(λI −A)R(λ,A)(λI −A) = R(λ,A)(λI −A)R(λ,A)(λI −A)

= R(λ,A)(λI −A) = P,

thus it is a projection. Clearly, for eλ ∈ Ker(λI −A) we have Peλ = 0, hence
this is a projection parallel to Ker(λI−A). By [105, p. 155], D(A) is a closed
subspace of D(A) and the decomposition (3.103) holds. ⊓⊔

The next corollary links Theorem 3.48 with Lemma 3.50.

Corollary 3.51. If D(A)\D(A) �= ∅, then σp(A) ⊇ {λ ∈ C; Reλ > 0}. More-
over, there exists a holomorphic (in the norm of X) function {λ ∈ C; Reλ >
0} ∋ λ→ eλ such that for any λ with Reλ > 0, eλ ∈ Ker(λI −A), which is
also bounded in any closed half-plane, {λ ∈ C; Reλ ≥ γ > 0}.

Proof. Let u ∈ D(A) \D(A) and Au = f . For any λ with Reλ > 0, denote
gλ = λu−Au and v = R(λ,A)gλ, then by (3.105) e′λ = u− v ∈ Ker(λI −A).

A quick calculation gives

e′λ = u− v = u−R(λ,A)(−f + λu) = u− λR(λ,A)u + R(λ,A)f

= −AR(λ,A)u + R(λ,A)f.

Taking the representation e′λ = u−λR(λ,A)u+R(λ,A)f we see that because
λ → R(λ,A) is holomorphic for Reλ > 0, λ → eλ is also holomorphic there.
From the Hille–Yosida theorem we have the estimate ‖R(λ,A)‖ ≤ 1/Reλ
for Reλ > 0. For any scalar function C(λ), the element eλ = C(λ)e′λ ∈
Ker(λI − A) for each Reλ > 0. Thus taking, for example, C(λ) = λ−1, we
obtain eλ that satisfies the required conditions. ⊓⊔

Proposition 3.52. If for some λ > 0 the null-space Ker(λI − A) is closed
in X, then A is closed. In particular, A is closed if Ker(λI − A) is finite-
dimensional.

Proof. We know that A is closed if and only if λI−A is closed, so we prove the
closedness of λI−A. Let x′n → x′ and (λI−A)x′n → y in X. Operating on x′n
with the projector (3.104) we obtain that xn = R(λ,A)(λI−A)x′n converges to
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some x ∈ D(A) (both in X and in D(A)). Thus eλ,n = x′n−xn ∈ Ker(λI−A)
also converges in X and, by assumption,

eλ = lim
n→∞

eλ,n ∈ Ker(λI −A).

Thus
x′ = x + eλ

and because both D(A) and Ker(λI−A) are subspaces of D(A), we have x′ ∈
D(A). Moreover, because (λI −A)x′n → y in X, we have xn = R(λ,A)(λI −
A)x′n → R(λ,A)y; thus R(λ,A)y = x and (λI − A)x = (λI − A)R(λ,A)y =
(λI −A)R(λ,A)y = y. This finally yields

(λI −A)x′ = (λI −A)x + (λI −A)eλ = y

and A is closed. ⊓⊔

Example 3.53. In this example we develop some ideas introduced in Subsection
3.2.1. Let us consider the Dirichlet problem for the heat equation

∂tu = ∆u, in Ω, t > 0
u|∂Ω = 0,

u|t=0 =
◦
u,

(3.106)

where Ω is a plane domain with a polygonal boundary, [93]. We consider this
problem in the space L2(Ω). By Theorem 3.24, the semigroup for the above
problem is generated by the restriction A2 of the distributional Laplacian to
the domain

D(A2) = {u ∈
o

W
1
2(Ω); ∆u ∈ L2(Ω)}.

Because Ω is bounded, (A2, D(A2)) is an isomorphism from D(A2) onto
L2(Ω), [93, Theorem 2.2.2.3]. Let us denote

D :=
o

W
1
2(Ω) ∩W 2

2 (Ω).

If Ω is convex, then by Theorem 3.25, D(A2) = D and we have the maximum
possible regularity. On the other hand, if the angle α at one corner of Ω

satisfies, say, π < α ≤ 3π/2, then D=
o

W 1
2(Ω) ∩W 2

2 (Ω) is a proper subspace
of D(A2) of codimension 1; see [93, Theorem 4.4.3.3], [19, 20]. In other words,

dimL2(Ω)/A2(D) = 1. (3.107)

As in Subsection 3.2.1, we introduce the maximal operator A2,max defined to
be the distributional Laplacian ∆ restricted to the domain

D(A2,max) = L2,0(Ω,∆) = {u ∈ L2(Ω); ∆u ∈ L2(Ω), γu = 0},

where the trace γu is well-defined by means of Green’s theorem (see, e.g.,
[20]). We have the following theorem, [20].
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Theorem 3.54. The operator A2,max : L2,0(Ω,∆)→ L2(Ω) is surjective and
the kernel Ker(A2,max) in L2,0(Ω,∆) is isomorphic to L2(Ω)/A2(D).

The significance of this theorem is that because the generator A2 : D(A2)→
L2(Ω) is an isomorphism, Ker(A2,max) is not trivial by (3.107) and func-
tions from Ker(A2,max) ⊂ D(A2,max) do not belong to D(A2). Therefore
D(A2,max) �= D(A2) and by Theorem 3.48 and Corollary 3.51, there exist
differentiable L2(Ω)-valued nul-solutions to (3.106).



4

Some Classical Perturbation Results

Verifying conditions of the Hille–Yosida or even the Lumer–Phillips theorems
for a concrete problem is quite often a formidable task. On the other hand,
in many cases the operator appearing in the evolution equation at hand is
built as a combination of much simpler operators that are relatively easy to
analyse. The question now is to what extent the properties of these simpler
operators are inherited by the full equation. More precisely, we are interested
in the problem:

Problem P. Let (A,D(A)) be a generator of a C0-semigroup on a
Banach space X and (B,D(B)) be another operator in X. Under what
conditions does A + B generate a C0-semigroup on X?

Before attempting to address this problem we point out a difficulty that arises
immediately from the above formulation. As A and B are unbounded opera-
tors, we have to realize that the sum A + B is, at this moment, defined only
as (A + B)x = Ax + Bx on D(A + B) = D(A) ∩ D(B), where the latter
can reduce in some cases to {0}. Also, the sum of two closed operators is not
necessarily closed: a trivial example is offered by B = −A and A + B = 0,
defined on D(A), is not a closed operator. Thus, A+B with B = −A does not
generate a semigroup. On the other hand, the closure of A+B that is the zero
operator defined on the whole space is the generator of a constant uniformly
bounded semigroup. This situation happens quite often and suggests that the
formulation of Problem P is too restrictive. Throughout most of this book we
try to solve the following weaker formulation of it.

Problem P′. Let (A,D(A)) be a generator of a C0-semigroup on
a Banach space X and (B,D(B)) be another operator in X. Find
conditions that ensure that there is an extension K of A + B that
generates a C0-semigroup on X and characterise this extension.

As we have seen in the introduction, the characterisation of extensions of
A + B that generate a semigroup (in general, there can be many extensions
having this property) provides essential information on the properties of the
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semigroup and plays a role of the regularity theorems in the theory of dif-
ferential equations. It is not always an easy task – several aspects of it have
already been discussed in Section 1.2. The best situation is when K = A+B
or K = A + B, as there is then a close link between K and A and B. However,
there are cases where K is an unspecified extension of A + B in which case
the semigroup can display features that are rather impossible to deduct from
the properties of A and B alone.

4.1 Preliminaries – A Spectral Criterion

Usually the first step in establishing whether A+B or some of its extensions
generates a semigroup is to find if λI− (A+B) (or its extension) is invertible
for all sufficiently large λ. In this section we provide some instructive results
pertaining to this problem.

In all cases discussed in this book, in the perturbation problems, we have
the generator (A,D(A)) of a semigroup and a perturbing operator (B,D(B))
with D(A) ⊆ D(B). In general this assumption alone is too weak so that we
require that B is A-bounded; see (2.23). We start with a simple observation.

Lemma 4.1. Assume that we have two operators (A,D(A)) and (B,D(B))
with ρ(A) �= ∅ and D(B) ⊃ D(A). B is A-bounded; that is, for some a, b ≥ 0
we have

‖Bx‖ ≤ a‖Ax‖+ b‖x‖, x ∈ D(A) (4.1)

if and only if BR(λ,A) ∈ L(X) for λ ∈ ρ(A).

Proof. Suppose B is A-bounded. Because AR(λ,A) = −I + λR(λ,A), we
obtain that there is M such that for any y ∈ X with x = R(λ,A)y ∈ D(A),

‖BR(λ,A)y‖ ≤ a‖AR(λ,A)y‖+ b‖R(λ,A)y‖ ≤M‖y‖.

Conversely, from ‖BR(λ,A)y‖ ≤ M‖y‖, for x = R(λ,A)y ∈ D(A) we obtain
immediately

‖Bx‖ ≤M‖(λI −A)x‖ ≤ λM‖x‖+ M‖Ax‖.

⊓⊔

Remark 4.2. If B is closable, then (4.1) follows from the Closed Graph Theo-
rem, Theorem 2.14; see Corollary 2.15. Also, if A is resolvent positive and B
restricted to D(A) is a positive operator, then (4.1) is valid by Theorem 2.65.

In what follows we denote by K an extension of A + B. We now present an
elegant result relating the invertibility properties of λI−K to the properties of
1 as an element of the spectrum of BLλ, derived in [87]. This result was proved
in the context of positive perturbations of positive contractive semigroups, but
an important part of it uses only norm properties of the involved operators,
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and therefore, it is relevant in a broader setting. Let us recall that by ρ, σp, σc

and σr we denoted the resolvent set, point, continuous, and residual spectrum
of a given operator, respectively.

Theorem 4.3. Assume that Λ = ρ(A) ∩ ρ(K) �= ∅.

(a) 1 /∈ σp(BR(λ,A)) for any λ ∈ Λ;

(b) 1 ∈ ρ(BR(λ,A)) for some/all λ ∈ Λ if and only if D(K) = D(A) and
K = A + B;

(c) 1 ∈ σc(BR(λ,A)) for some/all λ ∈ Λ if and only if D(A) � D(K) and
K = A + B;

(d) 1 ∈ σr(BR(λ,A)) for some/all λ ∈ Λ if and only if K � A + B.

The proof of this theorem becomes clearer if we precede it with two lemmas.
In both cases we suppose that the assumptions of Theorem 4.3 are satisfied.

Lemma 4.4. Let λ ∈ Λ and f ∈ X. Then R(λ,K)f ∈ D(A) if and only if
f ∈ (I − BR(λ,A))X. In particular, for any x ∈ D(A) there is g ∈ X such
that

x = R(λ,K)(I −BR(λ,A))g. (4.2)

Proof. If x = R(λ,K)f ∈ D(A), then f = (λI −K)x = (λI − A−B)x as K
is an extension of A + B. Thus, taking g = (λI −A)x ∈ X we obtain

f = (I −BR(λ,A))g. (4.3)

Conversely, if (4.3) is satisfied for some f, g ∈ X, then defining x = R(λ,A)g,
we see that this equation is equivalent to

f = (λI −A−B)x

so that

R(λ,K)f = R(λ,K)(λI −A−B)x = R(λ,K)(λI −K)x = x, (4.4)

as K is an extension of A + B. In particular, (4.2) follows from (4.3). ⊓⊔

Lemma 4.5. For any λ ∈ Λ

D(A + B) = R(λ,K)(I −BR(λ,A))X. (4.5)
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Proof. Let x ∈ D(A + B). Then there is f ∈ X and a sequence (xn)n∈N of
elements of D(A) such that limn→∞ xn = x and limn→∞(λI−(A+B))xn = f
in which case f = (λI − A + B)x. Because D(A) = R(λ,A)X, we can write
xn = R(λ,A)gn for some gn ∈ X and rewrite the latter limit as

lim
n→∞

(λI − (A + B))xn = lim
n→∞

(I −BR(λ,A))gn = f, (4.6)

so that f ∈ (I −BR(λ,A))X. Moreover, by (4.2),

xn −R(λ,K)f = R(λ,A)gn −R(λ,K)f = R(λ,K)((I −BR(λ,A))gn − f).

Hence,
‖xn −R(λ,K)f‖ ≤ ‖R(λ,K)‖‖(I −BR(λ,A))gn − f‖

and by (4.6)
lim

n→∞
xn = x = R(λ,K)f

so that x ∈ R(λ,K)(I −BR(λ,A))X. It is clear that it holds for any λ ∈ Λ.
To prove the converse, let x ∈ R(λ,K)(I −BR(λ,A))X so that

x = R(λ,K)f = lim
n→∞

R(λ,K)fn = lim
n→∞

xn,

where fn ∈ (I − BR(λ,A))X converge to f ∈ (I −BR(λ,A))X. Thus, xn =
R(λ,K)fn ∈ D(A) by (4.4) and x ∈ D(A + B). ⊓⊔
Proof of Theorem 4.3. (a) Let λ ∈ Λ. Because on D(A) we have

(λI −K)R(λ,A) = (λI −A−B)R(λ,A) = I −BR(λ,A), (4.7)

we see that, inasmuch as λ is not an eigenvalue of K,

Ker (I −BR(λ,A)) ⊆ Ker (R(λ,A)). (4.8)

Therefore, Ker (I −BR(λ,A)) = {0} so that 1 /∈ σp(BR(λ,A)).
(b) Writing, for λ ∈ ρ(A),

λI − (A + B) = (I −BR(λ,A))(λI −A), (4.9)

we see that invertibility of λI − (A + B) is equivalent to the invertibility of
I − BR(λ,A). Let λ ∈ Λ. If K = A + B, then I − BR(λ,A) is invertible.
Conversely, if I − BR(λ,A) is invertible, then we must have K = A + B as
λI −K ⊇ λI − (A + B) and both are bijective.

(c)-(d) Let us fix λ ∈ Λ. From Lemma 4.5 it is clear that D(A + B) =
D(K) if and only if R(λ,K)X = D(K) = R(λ,K)(I −BR(λ,A))X; that is,
X = (I −BR(λ,A))X. Because 1 /∈ σp(BR(λ,A)) by (a), this is equivalent
to saying that D(A + B) = D(K) if and only if 1 ∈ σc(BR(λ,A)). Finally, as
all the other possibilities are exhausted, K is a proper extension of A + B if
and only if 1 ∈ σr(BR(λ,A)).

The statements K = A + B and K � A + B do not depend on λ, thus we
see that they hold for all λ ∈ Λ if they hold for some λ ∈ Λ by (4.5). ⊓⊔
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Corollary 4.6. Under the assumptions of Theorem 4.3, K = A+B if one of
the following criteria is satisfied: for some λ ∈ ρ(A) either

(i) BR(λ,A) is compact (or, if X = L1(Ω, dµ), weakly compact), or
(ii) the spectral radius r(BR(λ,A)) < 1.

Proof. If (ii) holds, then obviously I−BR(λ,A) is invertible by the Neumann
series (see Remark 2.34):

(I −BR(λ,A))−1 =
∞∑

n=0
(BR(λ,A))n, (4.10)

giving the thesis by Proposition 4.3 (b). Additionally, we obtain

R(λ,A + B) = R(λ,A)(I −BR(λ,A))−1 = R(λ,A)
∞∑

n=0
(BR(λ,A))n. (4.11)

If (i) holds, then either BR(λ,A) is compact or, in L1 setting, (BR(λ,A))2 is
compact, [75], p. 510, and therefore, if I −BR(λ,A) is not invertible, then 1
must be an eigenvalue, which is impossible by Theorem 4.3(c). ⊓⊔

Note that if A is resolvent positive, B is positive and λ > s(A), the spectral
bound of A (see (2.61)) then (ii) is also necessary by Theorem 5.10.

If we write the resolvent equation

(λI − (A + B))x = y, y ∈ X, (4.12)

in the (formally) equivalent form

x−R(λ,A)Bx = R(λ,A)y, (4.13)

then we see that we can hope to recover x provided the Neumann series

R(λ) :=
∞∑

n=0
(R(λ,A)B)nR(λ,A)y =

∞∑
n=0

R(λ,A)(BR(λ,A))ny. (4.14)

is convergent. Clearly, if (4.10) converges, then we can factor out R(λ,A)
from the series above getting again (4.11). However, R(λ,A) inside acts as a
regularising factor and (4.14) converges under weaker assumptions than (4.10)
and this fact is frequently used to construct the resolvent of an extension of
A + B (see, e.g., Theorem 5.2, Theorem 6.20 or Subsection 10.5.4).

We have the following partial characterisation of this series.

Proposition 4.7. Let (A,D(A)) be an operator with ρ(A) �= ∅, (B,D(B)) be
A-bounded, and A + B be closable. Assume that for each x ∈ X the series
(4.14) is convergent in X.
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1. If
lim

n→∞
(BR(λ,A))nx = 0 (4.15)

for any x ∈ X, then R(λ) = R(λ,A + B). In particular, if A+B is closed,
then R(λ) = R(λ,A + B).

2. If the series
∞∑

n=0
(BR(λ,A))nx (4.16)

converges for any x ∈ X, then A + B is closed and R(λ) = R(λ,A + B).

Proof. 1. By direct substitution we find

(λI −A−B)
n∑

j=0

R(λ,A)(BR(λ,A))jx = x− (BR(λ,A))n+1x, (4.17)

and, as the sequence
∑n

j=0R(λ,A)(BR(λ,A))jx of elements of D(A) converges

in X, A + B is closable and because λI − (A + B) = λI −A + B, we obtain

(λI −A + B)R(λ)x = x.

Similarly, we have for y ∈ D(A),

n∑
j=0

R(λ,A)(BR(λ,A))j(λI −A−B)y = y −R(λ,A)(BR(λ,A))nBy, (4.18)

so that, because R(λ,A) is a bounded operator, passing to the limit, we obtain

R(λ)(λI −A−B)y = y.

This is valid for y ∈ D(A), however, as R(λ) is bounded by the Banach–
Steinhaus theorem, we can pass to the closure obtaining

R(λ)(λI −A + B)y = y,

for all y ∈ D(A + B).
2. If the series (4.16) converges, then by direct substitution we find that

I−BR(λ,A) is invertible and (4.10) holds. Thus by Theorem 4.3 λI−(A+B)
is continuously invertible, yielding closedness of A + B. ⊓⊔

Remark 4.8. By (4.18) we see that the sequence R(λ,A)(BR(λ,A))nBy =
(R(λ,A)B)n+1y always converges (though, in general, not necessarily to 0)
for y ∈ D(A), provided the series (4.14) for R(λ) converges.

Another interesting observation (by M. Mokhtar-Kharroubi) is that if R(λ)
is the resolvent of an extension K of A + B satisfying the assumption of
Theorem 4.3 (e.g., if both A and K are generators of a semigroup), then
for y ∈ X the sequence (BR(λ,A))ny either converges to zero or does not
converge at all in X (in principle, it is possible that for some y it converges, and
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for some not). In fact, if 0 �= x = limn→∞(BR(λ,A))ny, then by continuity,
BR(λ,A)x = x, but this contradicts Theorem 4.3(a).

Finally, it can be proved that if the series (4.14) converges, then it always
defines a pseudoresolvent, [69]. However, we do not have general conditions
ensuring that it is a resolvent of an extension of A + B.

4.2 Bounded Perturbation Theorem and Related Results

The simplest and possibly the most often used perturbation result can be
obtained if the operator B is bounded. The following theorem is true.

Theorem 4.9. Let (A,D(A)) ∈ G(M,ω); that is, it generates a C0-semigroup
(GA(t))t≥0 satisfying

‖GA(t)‖ ≤Meωt, t ≥ 0,

for some ω ∈ R,M ≥ 1. If B ∈ L(X), then (K,D(K)) = (A + B,D(A)) ∈
G(M,ω+M‖B‖). Moreover, the semigroup (GA+B(t))t≥0 generated by A+B
satisfies either Duhamel equation:

GA+B(t)x = GA(t)x +

t∫

0

GA(t− s)BGA+B(s)xds, t ≥ 0, x ∈ X (4.19)

and

GA+B(t)x = GA(t)x +

t∫

0

GA+B(t− s)BGA(s)xds, t ≥ 0, x ∈ X, (4.20)

where the integrals are defined in the strong operator topology. Moreover,
(GA+B(t))t≥0 is given by the Dyson–Phillips series obtained by iterating
(4.19):

GA+B(t) =
∞∑

n=0
Gn(t), (4.21)

where G0(t) = GA(t) and

Gn+1(t)x =

t∫

0

GA(t− s)BGn(s)xds. t ≥ 0, x ∈ X. (4.22)

The series converges in the operator norm of L(X) and uniformly for t in
bounded intervals.

The proof of this theorem can be found in practically any textbook pertaining
to the theory of semigroups so we not go into details here. However, we discuss
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a few aspects of the proof which form starting points for other perturbation
results.

First, the problem is reduced to one with ω = 0 by shifting the generator,
and then with M = 1 by renorming the space using the equivalent norm as
in the proof of the Hille–Yosida theorem or, because we know that A is the
generator of a semigroup (GA(t))t≥0, by simply defining a new norm by

|||x||| = sup
t≥0
‖GA(t)x‖. (4.23)

Next, because any bounded operator is A-bounded (with constant a = 0),
by Theorem 4.3(b) we see that λ ∈ ρ(A + B) if and only if I − BR(λ,A)
is invertible in L(X). By the Hille–Yosida theorem this can be achieved if
ℜλ > ‖B‖ as then r(BR(λ,A)) ≤ ‖BR(λ,A)‖ < 1 in which case the Neumann
series (4.11) gives the estimate

‖R(λ,A + B)‖ ≤ 1

ℜλ
1

1− ‖B‖
ℜλ

=
1

ℜλ− ‖B‖ (4.24)

yielding the generation result.
The Duhamel formula (4.19) is obtained by considering the function

φx(s) = GA(t− s)GA+B(s)x, x ∈ D(A), and s ∈ [0, t]. As in the proof of the
uniqueness of solutions (see (3.14)) because GA+B(s)x is in D(A) = D(A+B),
φx is differentiable with

d

ds
φx(s) = GA(t− s)BGA+B(s)x

yielding (4.19) by integration and extension by density to X, which is justi-
fied as all the operators are bounded. The other Duhamel formula follows by
considering the function ψx(s) = GA+B(t− s)GA(s)x.

Finally, the Dyson–Phillips expansion (4.21) follows by solving (4.19) by
iterations, as for a scalar Volterra equation.

We conclude this section by presenting a relatively simple consequence of
the above results within the context of Sobolev towers. If (A,D(A)) is the
generator of a C0-semigroup and B ∈ L(X) then, for sufficiently large λ, the
operator I −BR(λ,A) is an isomorphism of X. This shows that the Sobolev
tower norms of order 1

‖x‖A
1 = ‖(λI −A)x‖,

‖x‖A+B
1 = ‖(λ− (A + B))x‖ = ‖(I −BR(λ,A))(λI −A)x‖,

are equivalent on D(A).
Similarly, by writing

λI −A = λI − (A + B) + B = (λI − (A + B))(I + R(λ,A + B)B),

we see that for sufficiently large λ, the operator I+R(λ,A+B)B is invertible
with
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R(λ,A) = (I + R(λ,A + B)B)−1R(λ,A + B).

Therefore, the Sobolev norms of order −1

‖x‖A
−1 = ‖R(λ,A)x‖ = ‖(I + R(λ,A + B)B)−1R(λ,A + B)x‖,

‖x‖A+B
−1 = ‖R(λ,A + B)x‖

are equivalent on X and lead to isomorphic completions; that is, XA
−1 and

XA+B
−1 coincide. It follows, [79], that in general only these three levels of

Sobolev towers coincide. However, we can draw an interesting corollary.

Corollary 4.10. If (A,D(A)) is the generator of a C0-semigroup on X and
B ∈ L(XA

1 ) = L(D(A)), then (A+B,D(A+B)) generates a strongly contin-
uous semigroup in X.

Proof. By the theory of Sobolev towers, Subsection 3.1.5, the part A1 of A in
D(A) generates a C0-semigroup in XA1

0 = XA
1 = D(A). Thus, by the Bounded

Perturbation Theorem, A1 + B generates a C0-semigroup in XA
1 . However,

again by the theory of Sobolev towers, this semigroup can be extended by
density to (XA

1 )A1+B
−1 that, by the discussion above, is (XA

1 )A1
−1 = X. The

generator (A1 + B)−1 of this extended semigroup on X is the extension by
continuity of (A1+B,D(A1)) with respect to the norm ‖x‖A1+B

−1 = ‖R(λ,A1+

B)x‖A1+B
0 that, again by equivalence of the Sobolev norms of order −1, is the

same as the extension by continuity with respect to ‖x‖A1
−1 = ‖R(λ,A1)x‖A1

0 =
‖x‖; that is,

(A1 + B)−1x = lim
n→∞

(A1 + B)xn

in XA1
−1 = X, where D(A2) = XA1

1 ∋ xn → x in XA1
0 = D(A). But for such

xn, we have A1xn = Axn → Ax in X and, by continuity of B on D(A),
Bxn → Bx, hence

(A1 + B)−1x = (A + B)x.

⊓⊔

A simple application of this corollary is offered by Af = f ′ on X = C0(R)
with D(A) = C1

0 (R) and Bf = f ′(0)g, where g ∈ D(A) is a fixed function.
Such a B is unbounded on X but bounded on D(A) and therefore A+B is a
generator on X.

A more interesting example that appears in the context of the Boltzmann
equation with inelastic scattering is discussed in Remark 11.11.

Generalizations of the Bounded Perturbation Theorem to unbounded op-
erators B are not easy and require quite restrictive assumptions on the ‘size’
of B relative to A. In the remainder of the chapter we discuss two such gener-
alisations: one requiring dissipativity of the involved operators together with
relative boundedness of B with respect to A with bound smaller than 1, and
the other taking advantage of the ‘smallness’ of BGA(t).
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4.3 Perturbations of Dissipative Operators

Theorem 4.11. Let A and B be linear operators in X with D(A) ⊆ D(B)
and A + tB is dissipative for all 0 ≤ t ≤ 1. If

‖Bx‖ ≤ a‖Ax‖+ b‖x‖, (4.25)

for all x ∈ D(A) with 0 ≤ a < 1 and for some t0 ∈ [0, 1] the operator
(A+t0B,D(A)) generates a semigroup (of contractions), then A+tB generates
a semigroup of contractions for every t ∈ [0, 1].

Proof. From the Lumer–Phillips theorem and (3.43), I−(A+t0B) is invertible
with the inverse R0 := (I − (A+ t0B))−1 satisfying ‖R0‖ ≤ 1. As 0 ≤ t0 ≤ 1,
we have for x ∈ D(A),

‖Bx‖ ≤ a‖Ax‖+ b‖x‖ ≤ a‖(A + t0B)x‖+ at0‖Bx‖+ b‖x‖
≤ a‖(A + t0B)x‖+ a‖Bx‖+ b‖x‖,

so that

‖Bx‖ ≤ a

1− a
‖(A + t0B)x‖+

b

1− a
‖x‖. (4.26)

Because R0 : X → D(A) and (A+t0B)R0 = (I−(I−(A+t0B)))R0 = R0−I,
we have for any y ∈ X,

‖BR0y‖ ≤
a

1− a
‖(R0 − I)y‖+

b

1− a
‖R0y‖ ≤

2a + b

1− a
‖y‖. (4.27)

Thus, BR0 is bounded. Next, let us take some t ∈ [0, 1] and consider

I − (A + tB) = I − (A + t0B) + (t0 − t)B

= (I − (A + t0B) + (t0 − t)B)R0(I − (A + t0B))

= (I + (t0 − t)BR0)(I − (A + t0B))

and therefore I − (A + tB) is invertible if and only if I + (t0 − t)BR0 is
invertible. However, the latter is invertible as soon as |t− t0|‖BR0‖ < 1. For
this, by (4.27) it is enough that

|t− t0| <
1− a

2a + b
.

We see that the length of the interval on which I − (A + tB) is invertible
is independent of the starting point t0 and therefore, by using finitely many
successive steps, we can cover the whole interval [0, 1]. Thus (A+ tB,D(A)) is
a dissipative operator such that I− (A+ tB) is surjective for all t ∈ [0, 1]. It is
also densely defined because D(A) is dense and so (A + tB,D(A)) generates
a semigroup of contractions. ⊓⊔
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Theorem 4.12. Let A be the generator of a semigroup of contractions and
B, with D(A) ⊂ D(B), is such that A + tB is dissipative for all t ∈ [0, 1]. If

‖Bx‖ ≤ ‖Ax‖+ b‖x‖, (4.28)

for x ∈ D(A) and B∗ is densely defined, then A + B is the generator of a
contractive semigroup.

Proof. A + B is dissipative and densely defined as A is the generator. Thus,
by property (iv) of Subsection 3.2, A + B is closable with A + B dissipative.
Hence, to prove that A + B is the generator of a contractive semigroup, it is
enough to show that the range of I −A + B = X. Moreover, by property (iii)
of Subsection 3.2 we know that the range of I − A + B is closed, thus it is
sufficient to prove that the range I − (A + B) is dense in X.

Let us take arbitrary f ∈ X. For any r ∈ [0, 1) the operator rB satisfies the
assumptions of the previous theorem with a = r < 1, hence (A + rB,D(A))
is the generator of a semigroup of contractions. Thus, I − (A+ rB) is an iso-
morphism by Proposition 3.18(iii) and the Lumer–Phillips theorem (Theorem
3.19). Hence for any 0 ≤ r < 1 there is a unique solution ur of the equation

ur − (A + rB)ur = f, (4.29)

and this solution satisfies ‖ur‖ ≤ ‖f‖. Next

‖Bur‖ ≤ ‖Aur‖+ b‖ur‖ ≤ ‖(A + rB)ur‖+ r‖Bur‖+ b‖ur‖
= ‖f − ur‖+ r‖Bur‖+ b‖ur‖ ≤ (2 + b)‖f‖+ r‖Bur‖

so that
(1− r)‖Bur‖ ≤ (2 + b)‖f‖. (4.30)

Taking now v∗ ∈ D(B∗), we have

| <v∗, (1− r)Bur> | = (1− r)| <B∗v∗, ur> | ≤ (1− r)‖B∗v∗‖‖ur‖
≤ (1− r)‖B∗v∗‖‖f‖ → 0

as r → 0. The family {(1−r)Bur}0≤r<1 is bounded and D(B∗) is dense; thus
we obtain that

(1− r)Bur → 0

weakly as r → 0. Let 0 �= y∗ ∈ X∗ satisfy

<y∗, z>= 0

for any z ∈ Im(I −A + B); in particular

<y∗, u−Au−Bu>= 0. (4.31)

Because y∗ �= 0, we can always find f ∈ X satisfying ‖y∗‖ =<y∗, f>. Using
this f for the considerations above, we have
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‖y∗‖ = <y∗, f> = <y∗, ur − (A + rB)ur>

= <y∗, (1− r)Bur> + <y∗, ur −Aur −Bur>

= <y∗, (1− r)Bur>→ 0

which gives a contradiction. ⊓⊔

Remark 4.13. If B is closable and X reflexive, then B∗ is automatically densely
defined; see (2.27).

Example 4.14. We illustrate these theorems by considering the solvability of
the Cauchy problem

∂tu(x, t) = ∂x(d(x)∂xu(x, t)),

u(x, 0) =
◦
u (x),

in L1(R
n), where we assume that d ∈ W 1

∞(Rn) and 0 < dmin ≤ d(x) ≤ dmax

for some constants dmin, dmax.
Consider an arbitrary function k having these properties; that is, k ∈

W 1
∞(Rn) is any function satisfying 0 < kmin ≤ k(x) ≤ kmax for some

kmin, kmax and all x ∈ Rn. Accordingly we consider the operator Dku :=
∂x(k(x)∂xu). As Dku = k∆u+ ∂xk · ∂xu we see, by (3.60), that Dk is defined
on L1,2(R

n).
From Lemma 3.23 we see that Dk is dissipative on C∞

0 (Rn); that is, for
any φ ∈ C∞

0 (Rn) we have

‖φ‖ ≤ ‖(I −Dk)φ‖ = ‖φ− k∆φ− ∂xk · ∂xφ‖, (4.32)

where we used (3.42). Because C∞
0 (Rn) is dense in L1,2(R

n) and the latter is
the domain of the Laplacian in L1(R

n), for any u ∈ L1,2(R
n) we can find a

sequence (φm)m∈N ⊂ C∞
0 (Rn) such that φm → u and ∆φm → ∆u in L1(R

n).
Moreover, from (3.60) we see that the convergence in L1,2(R

n) yields the
convergence in W 1

1 (Rn) and hence ∂xφm → ∂xu. Thus, by the assumption on
d, we can pass to the limit in (4.32) obtaining dissipativity of Dk on L1,2(R

n).
Let us return to the coefficient d and write the operator Dd as

Ddu = dmax∆u + ∂x((d(x)− dmax)∂xu). (4.33)

Defining for t ∈ [0, 1],

kt(x) = dmax + t(d(x)− dmax),

we consider

Dkt
u = ∂x(kt(x)∂xu) = dmax∆u + t∂x((d(x)− dmax)∂xu)

so that Dk0u = dmax∆u and Dk1u = Ddu. Because clearly

(1− t)(dmax − d(x)) ≥ 0,
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for t ∈ [0, 1], we obtain

kt(x) = dmax + t(d(x)− dmax) ≥ d(x) ≥ dmin

so that Dkt
is dissipative for all t ∈ [0, 1] by the first part of the proof. Next,

using (3.66) and (3.65),

‖∂x((d(x)− dmax)∂xu)‖ ≤ dmax − dmin

dmax
‖dmax∆u‖+ sup

x∈Rn

|∂xd(x)|‖u‖W 1
1 (Rn)

≤ d′‖dmax∆u‖+ Kǫ‖u‖L1,2(Rn) + Kǫs/s−2‖u‖L1(Rn)

≤ (d′+ Kd−1
maxǫ)‖dmax∆u‖+ K(ǫ + ǫs/s−2)‖u‖L1(Rn),

where 1 < s < 2 and d′ = (dmax − dmin)/dmax < 1 as dmin > 0. Thus, there
is ǫ > 0 such that d′ + ǫK < 1 and we can use Theorem 4.11 to ascertain
that Dd with domain L1,2(R

n) is the generator of a dissipative semigroup on
L1(R

n).
Moreover, this semigroup is positive. To prove this, we note that, by Propo-

sition 3.8, this is a unique semigroup generated by an operator whose re-
striction to C∞

0 (Rn) coincides with the differential expression ∂x(d(x)∂x·).
Because the latter satisfies the assumptions of Theorem 3.27, the semigroup
constructed here must be the same as the semigroup specified in this theorem,
and therefore it is positive.

4.4 Miyadera Perturbations

Let (A,D(A)) generate a semigroup (GA(t))t≥0 on a Banach space X. Let
us recall that B is A-bounded if and only if B ∈ L(D(A), X) where D(A) is
equipped with the graph norm.

We say that an operator B is a Miyadera perturbation of A if B is A-
bounded and there exist numbers α and γ with 0 < α < ∞, 0 ≤ γ < 1 such
that

α∫

0

‖BGA(t)x‖dt ≤ γ‖x‖ (4.34)

for all x ∈ D(A).
The definition of the Miyadera perturbation is formulated for the semi-

group (GA(t))t≥0 of an arbitrary type ω0. The proof, however, becomes sim-
pler if ω0 is negative. We know that A is the generator of (GA(t))t≥0 if and
only if A − ωI generates (e−ωtGA(t))t≥0 and the latter is of negative type if
ω > ω0, where ω0 is the type of (GA(t))t≥0.

Lemma 4.15. B is a Miyadera perturbation of A if and only if it is a
Miyadera perturbation of A − λI, λ ∈ R, possibly with different γ and α.
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Proof. Because A = (A − λI) + λI = (A + λI) − λI, it is sufficient to prove
the thesis for λ > 0. Let for some λ > 0, α > 0, and γ < 1,

α∫

0

‖e−λtBGA(t)x‖dt ≤ γ‖x‖, x ∈ D(A).

Now, if eλαγ = γ′ < 1, we immediately have

α∫

0

‖BGA(t)x‖dt ≤ eαλ

α∫

0

e−λt‖BGA(t)x‖dt ≤ eαλγ‖x‖ = γ′‖x‖.

Otherwise, we take 0 < β < α satisfying eλβγ = γ′ < 1, which is possible as
γ < 1, so that

β∫

0

‖BGA(t)x‖dt ≤ eβλ

β∫

0

e−λt‖BGA(t)x‖dt ≤ eβλ

α∫

0

e−λt‖BGA(t)x‖dt

≤ eβλγ‖x‖ = γ′‖x‖.

Conversely, if
α∫

0

‖BGA(t)x‖dt ≤ γ‖x‖, x ∈ D(A),

then, for a given λ > 0, we have

α∫

0

e−λt‖BGA(t)x‖dt ≤
α∫

0

‖BGA(t)x‖dt ≤ γ‖x‖, x ∈ D(A).

⊓⊔

Theorem 4.16. If B is a Miyadera perturbation of A, then (A+B,D(A)) is
the generator of a C0-semigroup (G(t))t≥0.

Proof. Let (GA(t))t≥0 satisfy

‖GA(t)‖ ≤Meω′t, t ≥ 0,

for some M ≥ 1, ω′ ∈ R. If ω′ ≥ 0, then let us write

A + B = A− λI + B + λI

for some λ > ω′ so that A − λI is of negative type. By Lemma 4.15 the
operator B is a Miyadera perturbation of A − λI and λI is bounded, thus
A + B is a generator if and only if A − λI + B also generates a semigroup.
Hence, we can assume hereafter that for some ω > 0,
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‖GA(t)‖ ≤Me−ωt, t ≥ 0. (4.35)

Let x ∈ D(A) and define

U1(t)x =

t∫

0

GA(t− s)BGA(s)xds. (4.36)

Setting nα < t ≤ (n + 1)α, we have

‖U1(t)x‖ ≤ M

t∫

0

‖BGA(s)x‖ds ≤M
n∑

j=0

(j+1)α∫

jα

‖BGA(s)x‖ds

= M
n∑

j=0

α∫

0

‖BGA(r + jα)x‖dr = M
n∑

j=0

α∫

0

‖BGA(r)GA(jα)x‖dr

≤ γM‖x‖
∞∑

j=0

‖GA(jα)‖ ≤ γM2‖x‖
1− e−ωα

= c‖x‖, (4.37)

where c is a constant. Therefore, for each t, U1(t) extends in a unique way to a
bounded linear operator on X such that the family {‖U1(t)‖}t≥0 is bounded.

We note that although U1(t) (and the functions Uj(t) defined below)
extend to bounded operators on X, the integral formula is valid only for
x ∈ D(A).

Let us define inductively

Uj(t)x =

t∫

0

Uj−1(t− s)BGA(s)xds. (4.38)

Following the estimates for {U1(t)}t≥0 we find that for each j, {Uj(t)}t≥0 is
a family of bounded operators with norms uniformly bounded for any t.

The next step is to prepare ground for showing that the functions Uj(t)
are strongly continuous and converge to a semigroup. We prove that for any
n and t, s ≥ 0,

n∑
j=0

Uj(t)Un−j(s) = Un(t + s), (4.39)

where U0(t) = GA(t). We see that (4.39) is satisfied for n = 0. Assume that
it is satisfied for some n; then we have for x ∈ D(A),

n+1∑
j=0

Uj(t)Un+1−j(s)x

=
n∑

j=0

Uj(t)

s∫

0

Un−j(s− τ)BGA(τ)xdτ +

t∫

0

Un(t− τ)BGA(τ)GA(s)xdτ
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=

s∫

0

Un(t + s− τ)BGA(τ)xdτ +

t∫

0

Un(t− τ)BGA(τ + s)xdτ

=

s∫

0

Un(t + s− τ)BGA(τ)xdτ +

t+s∫

s

Un(t + s− r)BGA(r)xdr = Un+1(t + s)x

and by density we can extend this equality to X.
{Uj(t)}t≥0 is a bounded family of operators for each j, therefore we see, by

(4.34) and (4.38), that t → Uj(t)x is continuous at t = 0 for each x ∈ D(A).
Using again local boundedness and the Banach–Steinhaus theorem, we obtain
that {Uj(t)}t≥0 is strongly continuous at t = 0 for any j. Writing (4.39) as

Un(t + h)− Un(t) = Un(t)(GA(h)− I) +
n−1∑
j=0

Uj(t)Un−j(h)

we see that strong continuity of {Un(t)}t≥0 for t > 0 follows by induction.
Furthermore, using (4.35) we obtain for t ∈ [0, α] and x ∈ D(A),

‖U1(t)x‖ ≤M

α∫

0

‖BGA(s)x‖ds ≤Mγ‖x‖

and, by density, this estimate extends onto X. Taking now U2(t), we again
have to take x ∈ D(A) to be able to use the integral formula, but the estimate
inside can be obtained as above, so that

‖U2(t)x‖ ≤Mγ

α∫

0

‖BGA(s)x‖ds ≤Mγ2‖x‖

and, inductively, for j ≥ 1 and t ∈ [0, α],

‖Uj(t)‖ ≤Mγj . (4.40)

This means that
∑∞

j=0Uj(t) converges in L(X) uniformly on [0, α]. Because
of this the Cauchy product series

∞∑
n=0

Un(2t) =
∞∑

n=0

n∑
j=0

Uj(t)Un−j(t)

converges uniformly in L(X) on [0, t]; that is,
∑∞

j=0Uj(t) converges uniformly
on [0, 2α]. Iterating the process, we obtain almost uniform convergence on
[0,∞). Define

G(t) =
∞∑

j=0

Uj(t), t ∈ [0,∞). (4.41)

Changing the order of summation we obtain
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G(t + s) =
∞∑

j=0

Uj(t + s) =
∞∑

j=0

j∑
i=0

Ui(t)Uj−i(s) =
∞∑

i=0

Ui(t)
∞∑

j=i

Uj−i(s)

=
∞∑

i=0

Ui(t)
∞∑

m=0
Um(s) = G(t)G(s)

so that (G(t))t≥0 is a semigroup. Moreover, because the functions Uj(t) were
strongly continuous and the convergence is almost uniform, (G(t))t≥0 is a
strongly continuous semigroup. Furthermore, we have

n∑
j=0

Uj(t)x = GA(t)x +

t∫

0

n∑
j=1

Uj−1(t− s)BGA(s)xds (4.42)

for x ∈ D(A) and

∞∑
j=1

‖Uj−1(t− s)BGA(s)x‖ ≤
∞∑

j=1

‖Uj−1(t− s)‖‖BR(1, A)‖‖GA(s)‖‖(I −A)x‖

≤ C
∞∑

j=0

γj < +∞,

for some constant C so that we can pass to the limit in (4.42) getting the
Duhamel equation

G(t)x = GA(t)x +

t∫

0

G(t− s)BGA(s)xds, x ∈ D(A). (4.43)

Finally, we identify the generator K of (G(t))t≥0. First, observe that for x ∈
D(A) with y = (I −A)x ∈ X we have

‖1
t

t∫

0

G(t− s)BGA(s)xds−Bx‖

≤ 1

t

t∫

0

‖G(t− s)BR(1, A)GA(s)y −G(t− s)BR(1, A)y

+ G(t− s)BR(1, A)y −BR(1, A)y‖ds

≤ 1

t

t∫

0

‖G(t− s)BR(1, A)GA(s)y −G(t− s)BR(1, A)y‖ds

+
1

t

t∫

0

‖G(t− s)BR(1, A)y −BR(1, A)y‖ds

≤ C1
1

t

t∫

0

‖GA(s)y − y‖ds +
1

t

t∫

0

‖G(τ)BR(1, A)y −BR(1, A)y‖dτ
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for some constant C1. Hence it follows that
∫ t

0
G(t− s)BGA(s)xds is differen-

tiable at t = 0 for x ∈ D(A) with

d

dt

t∫

0

G(t− s)BGA(s)xds|t=0 = Bx.

The first term in (4.43) is clearly differentiable for x ∈ D(A), therefore we get

Kx = Ax + Bx, x ∈ D(A);

that is, K ⊃ A + B. To show that they are equal, we use Theorem 4.3.
The intersection of ρ(K) and ρ(A) is not empty as they are both generators.
Thus, for equality K = A+B, it is sufficient and necessary to have BR(λ,A)
invertible for some λ ∈ ρ(A) ∩ ρ(K). Let x ∈ D(A); then we have

BR(λ,A)x = BR(1, A)

∞∫

0

e−λtGA(t)(I −A)xdt =

∞∫

0

e−λtBGA(t)xdt

for any λ > 0, as BR(1, A) is bounded. Then, as in (4.37),

∞∫

0

e−λt‖BGA(t)x‖dt =
∞∑

j=0

(j+1)α∫

jα

e−λt‖BGA(t)x‖dt

=
∞∑

j=0

α∫

0

e−λ(τ+jα)‖BGA(τ)GA(jα)x‖dτ≤
∞∑

j=0

e−λαj

α∫

0

‖BGA(τ)GA(jα)x‖dτ

≤ γ‖x‖
(

1 +
Me−(λ+ω)α

1− e−(λ+ω)α

)
.

Because γ < 1 and e−(λ+ω)α can be made arbitrarily close to 0 by taking
sufficiently large λ, we see that, by density, ‖BR(λ,A)‖ < 1 if λ is large
enough so that I −BR(λ,A) is invertible and K = A + B. ⊓⊔

Remark 4.17. It is worthwhile to mention important generalisations of the
Miyadera theorem to time-dependent coefficients in [127, 143] and to positive
integrated semigroups in [157, 158]. The analysis of [127] extends to the con-
servative case along the lines of Section 5.2 without, however, characterising
the generator.



5

Positive Perturbations of Positive Semigroups

In most perturbation theorems of the previous chapter an essential role was
played by a strict inequality in some condition comparing A and B (or
(GA(t))t≥0 and B). This provided some link between the generator and both
operators A and B, and ensured that the semigroup was generated by A+B
or, at worst, by A + B. In many cases of practical importance, however, this
inequality becomes a weak inequality or even an equality. We show that in
such a case we can still get existence of a semigroup albeit we usually lose
control over its generator that can turn to be a larger extension of A + B
than A + B. In such a case the resulting semigroup has properties that are
not ‘contained’ in A and B alone. This is discussed in the next chapter. Here
we provide the generation theorem, obtained in [44], which is a generalisation
of Kato’s result from 1954, [106], as well as some of its consequences. In the
second part of this chapter we shall discuss generalisations of Miyadera’s and
Kato’s theorem in the space L1, that, due to its AL-structure, offers a partic-
ularly rewarding setting for this theory. Also, it is the most important setting
for applications related to Markov processes. In both sections a crucial role is
played by the positivity of the involved operators.

5.1 Generalized Kato’s Perturbation Theorem

Lemma 5.1. Let 0 �= x ∈ X+. Then there is x∗ ∈ X∗
+ satisfying ‖x∗‖ = 1

and <x∗, x>= ‖x‖.

Proof. We have ‖x‖ = sup‖y∗‖≤1 < y∗, x >=< x∗, x > for some x∗ ∈
X∗, ‖x∗‖ = 1, by the Hahn–Banach theorem. If x∗ /∈ X∗

+, then

0 < ‖x‖ =<x∗, x>=<x∗+, x> − <x∗−, x>≤<x∗+, x>

and ‖x∗+‖ ≤ ‖x∗‖ ≤ 1 as x∗+ ≤ |x∗|. Thus, <x∗+, x>=<x∗, x>= ‖x‖. If
‖x∗+‖ < 1, then x̃∗ = ‖x∗+‖−1x∗+ satisfies ‖x̃∗‖ = 1 and <x̃∗, x>><x∗, x>
which is impossible. Thus, x∗+ satisfies the conditions of the lemma. ⊓⊔
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Theorem 5.2. Let X be a KB-space. Let us assume that we have two oper-
ators (A,D(A)) and (B,D(B)) satisfying:

(A1) A generates a positive semigroup of contractions (GA(t))t≥0,
(A2) r(BR(λ,A)) ≤ 1 for some λ > 0(= s(A)),
(A3) Bx ≥ 0 for x ∈ D(A)+,
(A4) <x∗, (A + B)x>≤ 0 for any x ∈ D(A)+, where <x∗, x>= ‖x‖,

x∗ ≥ 0.

Then there is an extension (K,D(K)) of (A + B,D(A)) generating a C0-
semigroup of contractions, say, (GK(t))t≥0. The generator K satisfies, for
λ > 0,

R(λ,K)x = lim
n→∞

R(λ,A)
n∑

k=0

(BR(λ,A))nx =
∞∑

k=0

R(λ,A)(BR(λ,A))nx.

(5.1)

Remark 5.3. If −A is a positive operator, then assumption (A2) can be re-
placed by the simpler one:

(A2 ′) ‖Bx‖ ≤ ‖Ax‖, x ∈ D(A)+.

In fact, we then have

0 ≤ −A(λI −A)−1 = I − λ(λI −A)−1 ≤ I

so that ‖A(λI−A)−1y‖ ≤ ‖y‖ for all y ∈ X+ and consequently for any y ∈ X
by Proposition 2.67. Thus, ‖Ax‖ ≤ ‖(λI −A)x‖ for all x ∈ D(A). Hence, for
any x ∈ D(A)+,

‖Bx‖ ≤ ‖Ax‖ ≤ ‖(λI −A)x‖,
which, upon substituting x = (λI −A)−1y, yields ‖B(λI −A)−1y‖ ≤ ‖y‖ for
y ∈ X+ and thus ‖B(λI −A)−1‖ ≤ 1. Hence, (A2) is satisfied.

Remark 5.4. If assumption (A2) is satisfied for some λ0 > 0, then it is satisfied
for all λ > λ0. In fact, using the positivity in the resolvent equation

BR(λ,A)−BR(λ0, A) = (λ0 − λ)BR(λ0, A)R(λ,A),

we get BR(λ0, A) ≥ BR(λ,A) ≥ 0 and the norm estimate follows by Remark
2.68.

Proof of Theorem 5.2. We define operators Kr, 0 ≤ r < 1 by Kr = A + rB,
D(Kr) = D(A). By writing

(λI −A− rB) =
(
I − rB(λI −A)−1

)
(λI −A),

we see that as, by (A2), the spectral radius of rBR(λ,A) does not exceed
r < 1, the resolvent (λI − (A + rB))−1 exists and is given by
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R(λ,Kr) := (λI − (A + rB))−1 = R(λ,A)
∞∑

n=0
rn (BR(λ,A))

n
, (5.2)

where the series converges absolutely and each term is positive. Let 0 ≤ x∗

satisfy <x∗, x>= ‖x‖; see Lemma 5.1. For x ∈ D(A)+ we have, for r < 1,

<x∗, (A + rB)x>=<x∗, (A + B)x> +(r − 1)<x∗, Bx>≤ 0 (5.3)

because of (A5) and because Bx and x∗ are both nonnegative. Thus, by the
above,

‖(λI −Kr)x‖ ≥<x∗, (λI −Kr)x>= λ<x∗, x> − <x∗,Krx>≥ λ‖x‖,

for all x ∈ D(A)+. Taking y ∈ X+, we have (λI −Kr)
−1y = x ∈ D(A)+ so

that we can rewrite the above inequality as

‖R(λ,Kr)y‖ ≤ λ−1‖y‖ (5.4)

for all y ∈ X+ and, because R(λ,Kr) is positive, (5.4) can be extended to the
whole space X by Proposition 2.67. Therefore, by the Hille–Yosida theorem,
for each 0 ≤ r < 1, (Kr, D(A)) generates a contraction semigroup which we
denote (Gr(t))t≥0.

From (5.2) we see that the net (R(λ,Kr)x)0≤r<1 is increasing as r ↑ 1 for
each x ∈ X+ and {‖R(λ,Kr)x‖}0≤r<1 is bounded. As we assumed that X is
a KB-space, there is an element yλ,x ∈ X+ such that

lim
r→1−

R(λ,Kr)x = yλ,x

in X. This convergence can then be extended onto the whole space by linearity,
and by the Banach–Steinhaus theorem we obtain the existence of a bounded
positive operator on X, denoted by R(λ), such that R(λ)x = yλ,x. To be able
to use the Trotter–Kato theorem, Theorem 3.43 together with Corollary 3.44,
we have to prove that for any x ∈ X the limit

lim
λ→∞

λR(λ,Kr)x = x

is uniform in r. Let x ∈ D(A). Then, as

KrR(λ,Kr) = I − λR(λ,Kr),

we have, by (5.4),

‖λR(λ,Kr)x− x‖ = ‖KrR(λ,Kr)x‖ = ‖R(λ,Kr)Krx‖ ≤ λ−1‖(A + rB)x‖
≤ λ−1(‖Ax‖+ ‖Bx‖)

so that the convergence above is indeed uniform in r. Because D(A) is dense
in X, for y ∈ X we take x ∈ D(A) with ‖y− x‖ < ǫ to obtain, again by (5.4),
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‖λR(λ,Kr)y − y‖ ≤ λ‖R(λ,Kr)(y − x)‖+ ‖y − x‖+ ‖λR(λ,Kr)x− x‖
≤ 2ǫ + λ−1(‖Ax‖+ ‖Bx‖)

which gives uniform convergence. Using the Trotter–Kato theorem, we obtain
that R(λ) is defined for all λ > 0 and it is the resolvent of a densely defined
closed operator K which generates a semigroup of contractions (GK(t))t≥0.
Moreover, for any x ∈ X,

lim
r→1−

Gr(t)x = GK(t)x, (5.5)

and the limit is uniform in t on bounded intervals and, provided x ≥ 0, mono-
tone as r ↑ 1 (monotonicity of the sequence follows from the monotonicity
of resolvents in r and the representation formula (3.22) for semigroups). To
complete the proof we have to show that K is an extension of A+B satisfying
(5.1). By the monotone convergence theorem, Theorem 2.91, we have

R(λ,K)x =
∞∑

k=0

R(λ,A)(BR(λ,A))kx, x ∈ X. (5.6)

Next we note that the nth partial sum R(n)(λ) of (5.6) satisfies the following
recurrence relation

R(n)(λ)y = R(λ,A)y + R(λ,A)
n∑

k=1

(BR(λ,A))k−1BR(λ,A)y

= R(λ,A)y +

(
R(λ,A)

n−1∑
k=0

(BR(λ,A))k

)
BR(λ,A)y

= R(λ,A)y + R(n−1)(λ)BR(λ,A)y

so that, for y = (λI −A)x, x ∈ D(A), we have

R(n)(λ)(λI −A)x = x + R(n−1)(λ)Bx.

Passing to the limit with n we obtain

R(λ,K)(λI −A)x = x + R(λ,K)Bx; (5.7)

that is
R(λ,K)(λI − (A + B))x = x

which shows that K ⊇ A + B. ⊓⊔
From the proof of Lemma 4.1 it is evident that the assumption (A2) of

Theorem 5.2 is stronger than the assumption that B is A-bounded, used in
Theorem 4.12. Thus, it is worthwhile to compare Theorem 5.2 with Theorem
4.12 (and also with the similar Theorem 4.11).

In the current context of positive semigroups and perturbations, we can
strengthen Theorems 4.11 and 4.12 as follows (see [45]) .



5.1 Generalized Kato’s Perturbation Theorem 137

Proposition 5.5. Let (G(t))t≥0 be the semigroup generated by A + B or
A + B under conditions of Theorems 4.11 or 4.12, respectively. If A is a
resolvent positive operator and B is positive, then (G(t))t≥0 is positive.

Proof. Let us first assume that a < 1 so that (G(t))t≥0 is generated by A+B.
The first step of the proof of Theorem 4.11 is to show that if I − (A + t0B)
is invertible for some t0 ∈ [0, 1], then I − (A + tB) is also invertible provided
|t− t0| is small enough. Here we strengthen this result by showing that if the
resolvent R(λI,A + t0B) is positive for some λ, then also R(λI,A + tB) is
positive for t sufficiently closed to t0.

Let us fix λ > 0. Using (4.26) with the estimate ‖R(λ,A + t0B)‖ ≤ λ−1,
we obtain the following version of (4.27),

‖BR(λ,A + t0B)‖ ≤ 2a + λ−1b

1− a
,

which yields, via the identity

λI − (A + tB) = (I − (t− t0)BR(λ,A + t0B))(λI − (A + t0B)), (5.8)

invertibility of λI − (A+ tB) provided ‖(t− t0)BR(λ,A+ t0B)‖ < 1. Hence,
λI − (A + tB) is invertible provided |t − t0| < λ(1 − a)/(2λa + b). Because
a < 1, the right-hand side of the inequality is positive and independent of t0
and so every point of [0, 1] can be reached in a finite number of steps, showing
the invertibility of λI − (A + tB) for any t ∈ [0, 1]. For our purpose, we use
the Neumann series to rewrite (5.8) as

R(λ,A + tB) = R(λ,A + t0B)(I − (t− t0)BR(λ,A + t0B))−1

= R(λ,A + t0B)
∞∑

k=0

(t− t0)
k(BR(λ,A + t0B))k. (5.9)

Hence, if we start from t0 = 0 with positive R(λ,A), then R(λ,A + tB) will
be a positive operator for any 0 < t < λ(1 − a)/(2λa + b). Repeating the
procedure finitely many times in the direction of increasing t we obtain finally
that R(λ,A+B) is also positive and, because λ > 0 is arbitrary, the semigroup
generated by A + B is positive.

Let us consider now the case a = 1 so that all the assumptions of Theorem
4.12 are satisfied. Considering the operators A + rB with the same domain
D(A), we see that all the semigroups (Gr(t))t≥0 generated by A+rB are pos-
itive semigroups of contractions by the previous part of the proof. Moreover,
for each x ∈ D(A) we have

lim
r→1−

(A + rB)x = (A + B)x.

Let us recall that the proof of Theorem 4.12 consists in showing that the range
of I−(A+B) is dense. We can now use Theorem 3.45 to see that the semigroup
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(G(t))t≥0, generated by A + B, is the limit of semigroups (Gr(t))t≥0 as r → 1,
that are positive by the previous part of the proof, and hence (G(t))t≥0 is also
positive. ⊓⊔

Thus, if X is reflexive and B is closable, then Theorem 4.12 is evi-
dently stronger than Theorem 5.2 as the former requires positivity of neither
(GA(t))t≥0 nor of B. Moreover, in Theorem 4.12, we obtain the full character-
isation of the generator as the closure of A + B. However, checking the clos-
ability of the operator B in particular applications is often difficult, whereas
the positivity is often obvious. Also, there is a large class of nonclosable op-
erators which can nevertheless be positive, for example, finite-rank operators
(in particular, functionals) are closable if and only if they are bounded, [105,
p.166]. Moreover, Theorem 5.2 gives a constructive formula (5.1) for the resol-
vent of the generator, which seems to be unavailable in general case, and this,
in turn, allows other representation results that are discussed below. Also,
what is possibly the most important fact, in nonreflexive spaces Theorem 5.2
refers to a substantially different class of phenomena because, as we show in
the next chapter, in many cases covered by this theorem the generator does
not coincide with the closure of A + B.

Remark 5.6. Yet another look at the relation between K and A+B in spaces
Lp is offered by the result of [152] that states that if T is a positive operator
on Lp satisfying ‖T‖ ≤ 1 and p ∈ (1,∞), then there exists a primitive nth
root of unity in σp(T ) if and only if every nth root of unity is in σp(T ) if
and only if the same holds true for T ∗. Setting T = BR(λ,A) and invoking
Theorem 4.3, we see that 1 /∈ σp(BR(λ,A))∗ so that 1 /∈ σr(BR(λ,A)) (see
Corollary 6.15) and consequently K = A + B.

A property that allows the proof for p > 1 is that x ∈ X∗
+ and x ≤ T ∗x

implies x = T ∗x. This property, in general, does not hold in X∗ = L∗
1 = L∞.

Proposition 5.7. Let D be a core of A. If (G(t))t≥0 is another positive semi-
group generated by an extension of (A + B,D), then G(t) ≥ GK(t).

Proof. Let K ′ be the generator of (G(t))t≥0. First we show that K ′ is an
extension of A + B. K ′ is a closed operator. If x ∈ D(A), then there is a
sequence (xn)n∈N ⊂ D such that limn→∞ xn = x and limn→∞Axn = Ax. By
(A2), we have Bxn converging to Bx so that (A+B)xn converges to (A+B)x.
For xn ∈ D we have K ′xn = (A+B)xn, therefore x ∈ D(K ′) as K ′ is closed.

Because K ′ generates a positive semigroup, the resolvent R(λ,K ′) exists
and is positive for sufficiently large λ. As D(K ′) ⊃ D(A), we can consider

R(λ,K ′)−R(λ,Kr) = (R(λ,K ′)(λI −Kr)− I)R(λ,Kr)

= R(λ,K ′)(λI −Kr − λI + K ′)R(λ,Kr) = R(λ,K ′)(K ′ −Kr)R(λ,Kr)

= R(λ,K ′)(A + B −A− rB)R(λ,Kr) = (1− r)R(λ,K ′)BR(λ,Kr)

thanks to K ′x = (A+B)x on D(A). Because r < 1 and all the operators are
positive, we obtain
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R(λ,K ′) ≥ R(λ,Kr).

Because R(λ,Kr) ↑ R(λ,K), we have R(λ,K ′) ≥ R(λ,K) and by (3.22) we
obtain that this inequality holds for semigroups. ⊓⊔

Corollary 5.8. Under the assumptions of Theorem 5.2, the semigroup (GK(t))t≥0

satisfies the Duhamel equation

GK(t)x = GA(t)x +

t∫

0

GK(t− s)BGA(s)xds, x ∈ D(A). (5.10)

Proof. For x ∈ D(A) we have

d

dt
GA(t)x = AGA(t)x + rBGA(t)x− rBGA(t)x

so that, as the operators Kr = A+rB with domains D(A) generate semigroups
of contractions (Gr(t))t≥0, by the Duhamel equation (3.74), we must have

GA(t)x = Gr(t)x− r

t∫

0

Gr(t− s)BGA(s)xds

and therefore we obtain the Duhamel equation for (Gr(t))t≥0

Gr(t)x = GA(t) + r

t∫

0

Gr(t− s)BGA(s)xds. (5.11)

We know that (Gr(t))t≥0 strongly converges to (GK(t))t≥0 uniformly in t on
bounded intervals. To show the convergence of the integral term, we note that

|1− r|

∥∥∥∥∥∥

t∫

0

Gr(t− s)BGA(s)xds

∥∥∥∥∥∥
≤ t|1− r|‖BR(λ,A)‖‖(λI −A)x‖, λ > 0

as the semigroups are contractive; thus the expression above converges to 0
as r → 1. Hence, it is enough to estimate

∥∥∥∥∥∥

t∫

0

Gr(t− s)BGA(s)xds−
t∫

0

GK(t− s)BGA(s)xds

∥∥∥∥∥∥

≤
t∫

0

‖(Gr(t− s)−GK(t− s))BGA(s)x‖ds.

Because x ∈ D(A), the function s → BGA(s)x is continuous, so that the set
{BGA(s)x; s ∈ [0, t]} is compact and thus the convergence of the integrand
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is uniform in s. In fact, for each ǫ we select a finite collection s0, s1, . . . , sn so
that for any s there is k with the property

‖BGA(s)x−BGA(sk)x‖ ≤ ǫ.

Then

‖(Gr(t− s)−GK(t− s))BGA(s)x‖
≤ ‖Gr(t− s)BGA(s)x−Gr(t− s)BGA(sk)x‖
+ ‖Gr(t− s)BGA(sk)x−GK(t− s)BGA(sk)x‖
+ ‖GK(t− s)BGA(sk)x−GK(t− s)BGA(s)x‖
≤ ‖BGA(s)x−BGA(sk)x‖+ ‖(Gr(t− s)−GK(t− s))BGA(sk)x‖
+ ‖BGA(sk)x−BGA(s)x‖ < 3ǫ, (5.12)

independently of s, where the second term estimate is uniform due to the
uniform convergence of semigroups. This shows that we can pass to the limit
in (5.11) getting (5.10). ⊓⊔

Proposition 5.9. Let A and B satisfy the assumptions of Theorem 5.2 and
let (Bn)n∈N be a sequence of operators satisfying D(A) ⊂ D(Bn), 0 ≤ Bn ≤ B,
and limn→∞Bnx = Bx for any x ∈ D(A). Then the sequence of semi-
groups (Gn(t))t≥0, generated by extensions of A+Bn, converges to (GK(t))t≥0

strongly and uniformly on bounded time intervals.

Proof. First, we observe that the semigroups (Gn(t))t≥0 exist as the pairs
A,Bn satisfy assumptions of Theorem 5.2 (dissipativity follows as in the proof
for rB). Denote by Kn the generator of (Gn(t))t≥0. Taking resolvents, we
immediately see that for x ∈ X+,

R(λ,Kn)x =
∞∑

i=0

R(λ,A)(BnR(λ,A))ix ≤
∞∑

i=0

R(λ,A)(BR(λ,A))ix.

Second, because ‖BnR(λ,A)‖ ≤ 1, each term of the first series converges,
respectively, to R(λ,A)(BR(λ,A))ix (see (3.90) of Theorem 3.43). Thus, using
the dominated convergence, Theorem 2.91(ii), we obtain

lim
n→∞

R(λ,Kn)x = R(λ,K)x

for x ∈ X+ and also for x ∈ X. Thus by the Trotter–Kato theorem we have
strong convergence of (Gn(t))t≥0 to (GK(t))t≥0. ⊓⊔

We conclude this section by a powerful theorem giving definitive conditions
for invertibility of λI − (A + B) and showing, in particular, that for positive
R(λ,A) and B the condition of Corollary 4.6 is also necessary.
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5.1.1 Resolvent Positive Operators

In this subsection we show that it is possible to strengthen results of Propo-
sition 4.7 if we work with positive operators. We have the following general
theorem ([164]).

Theorem 5.10. Assume that A is a Banach lattice with order continuous
norm. Let A be a resolvent positive operator in X and λ > s(A). Let B :
D(A)→ X be a positive operator. Then the following are equivalent,

(a) r(B(λI −A)−1) < 1;
(b) λ ∈ ρ(A + B) and (λI − (A + B))−1 ≥ 0.

If either condition is satisfied, then

(λI −A−B)−1 = (λI −A)−1
∞∑

n=0
(B(λI −A−B)−1)n ≥ (λI −A)−1. (5.13)

Proof. By Theorem 3.34 (or Remark 3.35), R(λ,A) ≥ 0 for λ > s(A). Let
λ > s(A) be such that r(B(λI −A)−1) < 1. Consider the problem: for y ∈ X
find x ∈ D(A) such that

λx−Ax−Bx = y. (5.14)

Defining z = λx−Ax we rewrite (5.14) as

z −B(λI −A)−1z = y (5.15)

so that

z = (I −B(λI −A)−1)−1y =
∞∑

n=0
(B(λI −A)−1)ny,

where the series is convergent because r(B(λI −A)−1) < 1. Hence

x = (λI −A)−1
∞∑

n=0
(B(λI −A)−1)ny

and consequently

(λI −A−B)−1 = (λI −A)−1
∞∑

n=0
(B(λI −A)−1)n ≥ (λI −A)−1 ≥ 0.

Conversely, let λ > s(A) be such that (λI −A−B)−1 exists. Then we have

(λI −A−B)
N∑

n=0
(λI −A)−1(B(λI −A)−1)n

= (λI −A−B)((λI −A)−1 + (λI −A)−1(B(λI −A)−1) + · · ·)
= I −B(λI −A)−1 + B(λI −A)−1 − (B(λI −A)−1)2 + · · ·
= I − (B(λI −A)−1)N+1,
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hence

N∑
n=0

(λI −A)−1(B(λI −A)−1)n = (λI −A−B)−1(I − (B(λI −A)−1)N+1)

so, applying B to both sides, we obtain

N+1∑
n=1

(B(λI −A)−1)n = B(λI −A−B)−1(I − (B(λI −A)−1)N+1)

and
N+1∑
n=1

(B(λI −A)−1)n ≤ B(λI −A−B)−1. (5.16)

From this it follows immediately that the series on the left-hand side converges
for any x ∈ X, as we assumed that the lattice has order continuous norm.

For any fixed x ∈ X we have ‖(B(λI − A)−1)nx‖ → 0 as n → ∞ and
therefore the series ∞∑

n=0
µ−(n+1)(B(λI −A)−1)n

converges absolutely for any |µ| > 1. Incidentally, from the Banach–Steinhaus
theorem we obtain boundedness of {‖(B(λI−A)−1)n‖}n≥0, so that the series
converges also in the uniform operator topology. Thus, by (2.58),

(µI −B(λI −A)−1)−1 =
∞∑

n=0
µ−(n+1)(B(λI −A)−1)n (5.17)

exists and hence {µ ∈ C; |µ| > 1} ⊂ ρ(B(λI − A)−1). Therefore σ(B(λI −
A)−1) ⊂ {µ ∈ C; |µ| ≤ 1}; hence, by Theorem 2.33, r(B(λI − A)−1 ≤ 1.
Using (5.17) and (5.16) we get

(µI −B(λI −A)−1)−1 ≤ I + B(λI −A−B)−1

thus
‖(µI −B(λI −A)−1)−1‖ ≤ ‖I + B(λI −A−B)−1‖

for µ > 1 and therefore

sup
µ>1

‖(µI −B(λI −A)−1)−1‖ <∞. (5.18)

On the other hand, we know, from Theorem 2.93, that the spectral radius
belongs to the spectrum so that, if r(B(λI − A)−1) = 1 ∈ σ(B(λI − A)−1),
then by Theorem 2.35, the above supremum would be infinite. ⊓⊔

Proposition 5.11. Assume that A is resolvent positive for λ > ω and B is
positive on D(A). Let an extension K of (A+B,D(A)), the resolvent of which
is given by
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(λI −K)−1f =
∞∑

n=0
(λI −A)−1[B(λI −A)−1]nf, f ∈ X (5.19)

generate a semigroup. Then K = A + B if and only if

S =
∞∑

n=0
[B(λI −A)−1]nf (5.20)

converges for any f ∈ X and any (some) λ > ω.

Proof. First, we note that if the series (5.19) converges for any f ∈ X, then
K, defined by it, is an extension of A + B due to (5.7).

Sufficiency. Follows directly from Theorem 4.3 and Proposition 4.7, as
summability of S yields invertibility of I −BR(λ,A).

Necessity. If K = A + B, then A + B is resolvent positive for λ > 0 and
therefore r(BR(λ,A)) < 1 by Theorem 5.10 and therefore S converges. ⊓⊔

5.2 Perturbation Results in L1 setting

5.2.1 Desch Perturbation Theorem

The results of this section were first formulated in [73] and later simplified by
Voigt in [164].

We start with a weaker version of Desch’s result.

Lemma 5.12. If A is the generator of a positive C0-semigroup in X = L1(Ω)
and B ∈ L(D(A), X) is a positive operator such that for some λ > s(A) we
have ‖B(λI −A)−1‖ < 1, then (A+B,D(A)) generates a positive semigroup.

Proof. Let 0 ≤ x ∈ D(A). Due to the additivity of the norm on the positive
cone, we have

∞∫

0

‖e−λtBGA(t)x‖dt =

∥∥∥∥∥∥
B

∞∫

0

e−λtGA(t)dt

∥∥∥∥∥∥

= ‖B(λI −A)−1x‖ ≤ ‖B(λI −A)−1‖‖x‖,

therefore, for all α > 0

α∫

0

‖e−λtBGA(t)x‖dt ≤ γ‖x‖ (5.21)

for x ∈ D(A)+, with γ = ‖B(λI −A)−1‖ < 1. If we prove (5.21) for arbitrary
x ∈ D(A), then B is a Miyadera perturbation of A by Lemma 4.15. Let
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x ∈ D(A) and x = x+ − x−. Because x± are not necessarily elements of
D(A), we approximate them by

xn,± = n

1/n∫

0

GA(t)x±dt;

see (3.6). We have xn,± → x± in X and also xn,+ − xn,− → x in the graph
norm of A as

A(xn,+ − xn,−) = n

1/n∫

0

GA(t)Axdt.

Therefore we have

α∫

0

‖e−λtBGA(t)(xn,+ − xn,−)‖dt ≤ γ(‖xn,+‖+ ‖xn,−‖) (5.22)

with the right-hand side converging to ‖|x|‖ = ‖x‖. For the left-hand side
denote yn = (λI −A)(xn,+ − xn,−) for a fixed λ > s(A) and

y = lim
n→∞

yn = R(λ,A)x.

Hence, we can write

∣∣‖e−λtBR(λ,A)GA(t)yn‖ − ‖e−λtBR(λ,A)GA(t)y‖
∣∣

≤ ‖e−λtBR(λ,A)GA(t)yn − e−λtBR(λ,A)GA(t)y‖
≤Met(ω−λ)‖BR(λ,A)‖ ‖yn − y‖

so that the convergence of the integrand in (5.22) is uniform in t. Thus the
integral converges to

α∫

0

‖e−λtBGA(t)x‖dt

which shows that
α∫

0

‖e−λtBGA(t)x‖ ≤ γ‖x‖ (5.23)

for any x ∈ D(A) and hence B is a Miyadera perturbation of A. ⊓⊔

Now we are ready to prove the main theorem of this subsection.

Theorem 5.13. Let A be the generator of a positive C0-semigroup in X =
L1(Ω) and let B ∈ L(D(A), X) be a positive operator. If for some λ > s(A)
the operator λI −A−B is resolvent positive, then (A+B,D(A)) generates a
positive C0-semigroup on X.
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Proof. From Theorem 5.10 we know that r(BR(λ,A)) < 1 and the resolvent
of A + B is given by

(λI −A−B)−1 = (λI −A)−1
∞∑

n=0
(B(λI −A)−1)n ≥ (λI −A)−1.

Replacing B by sB with s ∈ [0, 1], we have by the above

(λI −A)−1 ≤ (λI −A− sB)−1 ≤ (λI −A−B)−1.

Because B is positive and the range of (λI −A−B)−1 is D(A), the operator
B(λI −A−B)−1 is bounded and hence we can find n ∈ N such that

‖B(λI −A−B)−1‖ < n.

Then
‖n−1B(λI − (A + sB))−1‖ < 1

for any s ∈ [0, 1]. In particular,

‖n−1B

(
λI −

(
A +

j

n
B

))−1

‖ < 1

for j = 0, 1, 2, . . . , n − 1. This allows us to use Theorem 5.12 for the pertur-
bation n−1B repeatedly for A, A+B/n, . . . , A+ (n− 1)B/n obtaining in the
last step generation by A + B. ⊓⊔

The Desch theorem, Theorem 5.13, is in fact equivalent to the Miyadera
theorem (in the Theorem 5.12 version). This is due to the fact that, for any
operator C with r(C) < 1, we can introduce an equivalent norm on X = L1(Ω)
for which ‖C‖ < 1. We have the following lemma ([134]).

Lemma 5.14. Let C be a positive operator with r(C) < 1. Then there is an
equivalent norm ‖ · ‖1 on X which is additive on the positive cone and for
which the operator norm of C is strictly smaller than 1.

Proof. If r(C) < 1, then from the definition of the spectral radius, there is
0 < c < 1 and n0 ∈ N such that for n ≥ n0 we have |‖Cn|‖ ≤ cn, where |‖ · |‖
denotes the operator norm inherited from ‖ · ‖. We take d with c < d < 1 and
define for x ∈ X,

‖x‖1 =
∞∑

n=0

‖Cnx‖
dn

.

Because C, and consequently Cn, are positive, and ‖ · ‖ is additive on the
positive cone, ‖ · ‖1 has the same property. Clearly, ‖x‖1 ≥ ‖x‖ and

‖x‖1 =
∞∑

n=0

‖Cnx‖
dn

=
n0+1∑
n=0

‖Cnx‖
dn

+
∞∑

n=n0+1

‖Cnx‖
dn

≤ ‖x‖
(

n0∑
n=0

|‖Cn|‖
dn

+
∞∑

n=n0+1

cn

dn

)
≤M‖x‖,
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where M is finite due to c < d. Finally,

‖Cx‖1 =
∞∑

n=0

‖Cn+1x‖
dn

= d
∞∑

n=0

‖Cn+1x‖
dn+1

≤ d
∞∑

n=0

‖Cnx‖
dn

= d‖x‖1

so that the operator norm of C inherited from ‖ · ‖1 is smaller than 1. ⊓⊔

Corollary 5.15. Let (G(t))t≥0 be the semigroup generated by (A+B,D(A))
(according to Theorem 5.13). Then (G(t))t≥0 satisfies the Duhamel equation
(4.20) and is given by the Dyson–Phillips expansion (4.21).

Proof. From Lemma 5.14 we see that we can re-norm X in such a way that
‖BR(λ,A)‖ < 1 so that the semigroup obtained in Theorem 5.13 is a semi-
group generated by a Miyadera perturbation as proved in Theorem 5.12.
Hence, the statement follows from the Miyadera perturbation theorem, The-
orem 4.16; see Eqs. (4.41) and (4.43). ⊓⊔

Corollary 5.16. Assume that A is the generator of a positive C0-semigroup
in X = L1(Ω) and let B = B+−B− be such that A+ (B+ +B−) is resolvent
positive. Then A + B+ −B− generates a semigroup.

Proof. Let λ > s(A). For x ∈ X+ we have

n∑
j=0

|R(λ,A)((B+ −B−)R(λ,A))jx| ≤
n∑

j=0

R(λ,A)((B+ + B−)R(λ,A))jx

≤ (λI −A−B+ −B−)−1x.

Using additivity of the norm on the positive cone we obtain

n∑
j=0

‖R(λ,A)((B+ −B−)R(λ,A))jx‖ ≤ ‖(λI −A−B+ −B−)−1x‖

hence the series is absolutely convergent for any x ∈ X. Because ‖BR(λ,A)‖ ≤
‖(B+ + B−)R(λ,A)‖ and the spectral radius of the latter is strictly smaller
than 1 (by Theorem 5.10), we obtain that also

∑∞
j=0((B+ − B−)R(λ,A))jx

converges. Thus, by Lemma 4.7, 1 and 2, we see that
∑n

j=0R(λ,A)((B+ −
B−)R(λ,A))jx converges to the resolvent of A + B+ −B−. Hence

(λI−A−B)−1x =
∞∑

j=0

R(λ,A)((B+−B−)R(λ,A))jx ≤ (λI−A−B+−B−)−1x.

Iterating and using the Hille–Yosida theorem for A + (B+ + B−), we obtain

‖(λI −A−B)−n‖ ≤M(λ− ω)−n

for some M and ω. Because (A,D(A)) is densely defined, so is (A+B,D(A)),
and closedness of it follows from the existence of the resolvent. ⊓⊔
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5.2.2 Kato’s Theorem in L1 setting

In the original L1 setting Theorem 5.2 can be significantly simplified.

Corollary 5.17. Let X = L1(Ω) and suppose that the operators A and B
satisfy

1. (A,D(A)) generates a substochastic semigroup (GA(t))t≥0;

2. D(B) ⊃ D(A) and Bu ≥ 0 for u ∈ D(B)+;

3. for all u ∈ D(A)+ ∫

Ω

(Au + Bu)dµ ≤ 0. (5.24)

Then the assumptions of Theorem 5.2 are satisfied.

Proof. First, assumption (5.24) gives us assumption (A4), that is, dissipativity
on the positive cone. Next, let us take u = R(λ,A)x = (λI−A)−1x for x ∈ X+

so that u ∈ D(A)+. Because R(λ,A) is a surjection from X onto D(A), by

(A + B)u = (A + B)R(λ,A)x = −x + BR(λ,A)x + λR(λ,A)x,

we have

−
∫

Ω

x dµ +

∫

Ω

BR(λ,A)x dµ + λ

∫

Ω

R(λ,A)x dµ ≤ 0. (5.25)

Rewriting the above in terms of the norm, we obtain

λ‖R(λ,A)x‖+ ‖BR(λ,A)x‖ − ‖x‖ ≤ 0, x ∈ X+, (5.26)

from which ‖BR(λ,A)‖ ≤ 1; that is, assumption (A2) is satisfied. ⊓⊔

The Dyson–Phillips expansion seems to be unavailable for semigroups gen-
erated under the assumptions of Theorem 5.2 in general KB-spaces. However,
it can be proved in the L1 case. We precede the proof of this fact by a lemma
giving an important estimate of the semigroup (GA(t))t≥0.

Lemma 5.18. Suppose that the assumptions 1 to 3 of Corollary 5.17 are sat-
isfied. Then, for any u ∈ D(A) the function t→ BGA(t)f is continuous and

t∫

0

‖BGA(s)u‖ds ≤ ‖u‖ − ‖GA(t)u‖. (5.27)
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Proof. Let u ∈ D(A). We can write

BGA(t)u = B(I −A)−1GA(t)(I −A)u,

hence the continuity follows from boundedness of B(I − A)−1 and strong
continuity of the semigroup.

In the next step we prove (5.27). Let u ∈ D(A)+. Then 0 ≤ GA(s)u ∈
D(A) ⊂ D(B) and, because B is positive on its domain, we obtain, by (5.24),

t∫

0

‖BGA(s)u‖ds =

t∫

0

∫

Ω

BGA(s)udµds ≤ −
t∫

0

∫

Ω

AGA(s)udµds

= −
∫

Ω

t∫

0

AGA(s)udsdµ =

∫

Ω

udµ−
∫

Ω

GA(t)udµ

= ‖u‖ − ‖GA(t)u‖.
Let us take now arbitrary u ∈ D(A). In general, |u| �∈ D(A), therefore we

consider the regularisation Rn|u| = n
∫ 1/n

0
GA(s)|u|ds. Because |u| ∈ X, 0 ≤

Rn|u| ∈ D(A), (see (3.7)), and |Rnu| ≤ Rn|u|, thus, as above

t∫

0

‖BGA(s)Rnu‖ds ≤
t∫

0

‖BGA(s)Rn|u|‖ds ≤ ‖Rn|u|‖ − ‖GA(t)Rn|u|‖.

Using (3.6) we obtain that Rn|u| → |u| in X, whereas Rnu → u in D(A).
Passing to the limit, we have

t∫

0

‖BGA(s)u‖ds ≤ ‖|u|‖ − ‖GA(t)|u|‖,

where, to be able to pass to the limit in the first integral, we used the Lebesgue
dominated convergence theorem and the estimate

‖BGA(t)Rnu‖ = ‖nB(I −A)−1GA(t)(I −A)

1/n∫

0

GA(s)uds‖

≤ (‖u‖+ ‖n(GA(1/n)u− u)‖)
≤ (‖u‖+ ‖GA(δ)Au‖) ≤ (‖u‖+ ‖Au‖),

for some 0 < δ < 1/n. In the above we again used (3.7).
Next, because GA(t)|u| ≥ |GA(t)u|, we obtain −‖GA(t)|u|‖ ≤ −‖GA(t)u‖,

and the lemma is proved. ⊓⊔
Remark 5.19. In the presented form, the lemma is a slight generalisation of
[161, Lemma 1.2] and of [14, Lemma 1]. Note that (5.27) shows that rB is a
Miyadera perturbation of A and facilitates the generation proof of [161].



5.2 Perturbation Results in L1 setting 149

Theorem 5.20. If the assumptions of Corollary 5.17 are satisfied, then the
semigroup (GK(t))t≥0, generated by the extension K of A+B, is given by the
Dyson–Phillips expansion

GK(t)x =
∞∑

n=0
Sn(t)x, x ∈ X, (5.28)

where the iterates Sn(t) are defined through

S0(t)x = GA(t)x,

Sn(t)x =

t∫

0

Sn−1(t− s)BGA(s)xds, n > 0, (5.29)

for x ∈ D(A) and t ≥ 0.

Proof. Consider Ks = A + sB for a fixed s ∈ (0, 1). Because r(sBR(λ,A)) =
sr(BR(λ,A)) < 1, we can use the Desch perturbation theorem (Theorem
5.13). From Lemma 5.18 we obtain

∞∫

0

‖BGA(t)f‖ ≤ ‖x‖ − ‖GA(t)x‖ ≤ ‖x‖

for any t ≥ 0 and x ∈ D(A) so that

∞∫

0

‖BGA(t)x‖ ≤ ‖x‖. (5.30)

Next we observe that

Ss
1(t)x = s

t∫

0

GA(t− τ)BGA(τ)xdτ,

so, as (GA(t))t≥0 is contractive,

‖Ss
1(t)x‖ = ‖s

t∫

0

GA(t− τ)BGA(τ)xdτ‖ ≤ ‖x‖ (5.31)

independently of s. Clearly

lim
s↑1

Ss
1(t)x = S1(t)x =

t∫

0

GA(t− τ)BGA(τ)xdτ, x ∈ D(A)
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uniformly and monotonically in t from bounded intervals, as in (5.12). The
right-hand side must be a strongly continuous function as it is a scalar multiple
of Ss

1(t). Moreover, from density of D(A) and (5.31), the convergence Ss
1(t)x→

S1(t)x is uniform in t on bounded intervals for any x ∈ X by the Banach–
Steinhaus theorem. Now, assume that ‖Ss

n−1(t)‖ ≤ 1 and Ss
n−1(t)x ↑ Sn−1(t)x

as s ↑ 1 uniformly on bounded time intervals. We have then

‖Ss
n(t)x‖ ≤

t∫

0

‖Ss
n−1(t− τ)BGA(τ)x‖dτ ≤ ‖x‖

and we see that, by the induction assumption and (5.12), Ss
n(t)x monotonically

converges to

Sn(t)x =

t∫

0

Sn−1(t− τ)BGA(τ)xdτ,

for x ∈ D(A), Sn(t) extends to a family of bounded operators locally bounded
in t, and, by the Banach–Steinhaus theorem, the convergence extends to x ∈
X. It is also clear that the convergence Ss

n(t) to Sn(t) is monotone as s ↑ 1.
Thus, from the monotone convergence theorem (Theorem 2.91) we have

GK(t)x = lim
s↑1

Gs(t)x = lim
s↑1

∞∑
n=0

Ss
n(t)x =

∞∑
n=0

Sn(t)x, x ∈ X+.

⊓⊔

The following variant of Corollary 5.16 was proved in [44].

Corollary 5.21. Assume that A is the generator of a positive C0-semigroup
of contractions in X = L1(Ω) and let B = B+ − B− be such that B± ≥
0, D(B±) ⊃ D(A) and there exists C ≥ 0 with D(A) ⊂ D(C) such that
B+ + B− ≤ C and for all x ∈ D(A)+,

∫

Ω

(Ax + Cx)dµ ≤ 0. (5.32)

Then there is an extension KB of A + B which generates a semigroup of
contractions.

Proof. Denote |B| = B+ + B−. Clearly, for x ∈ D(A)+,

∫

Ω

(Ax + |B|x)dµ =

∫

Ω

(Ax + Cx)dµ +

∫

Ω

(|B|x− Cx)dµ ≤ 0

so that ‖BR(λ,A)‖ ≤ ‖|B|R(λ,A)‖ ≤ 1, (A+r|B|, D(A)) generates a positive
semigroup of contractions and an extension of A+ |B|, denoted by K|B|, with
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the resolvent given by (5.1), generates a positive semigroup of contractions,
as in the proof of Theorem 5.2. Thus, for f ∈ X+, r ≤ 1, λ > 0,

n∑
j=0

|R(λ,A)rj(BR(λ,A))jf | ≤
∞∑

j=0

R(λ,A)(|B|R(λ,A))jf.

Using additivity of the norm on the positive cone, we obtain

n∑
j=0

rj‖R(λ,A)(BR(λ,A))jf‖ ≤ ‖R(λ,K|B|)f‖, (5.33)

hence the series is absolutely convergent for any f ∈ X and any r ≤ 1. Denote
its sum by Rr(λ). If r < 1, then the series

∑n
j=0r

j(BR(λ,A))jf is dominated

by a geometric series and, by Lemma 4.7,
∑n

j=0r
jR(λ,A)(BR(λ,A))jf con-

verges to the resolvent R(λ,A+ rB) of the operator A+ rB, and from (5.33),

‖R(λ,A + rB)‖ ≤ λ−1

as K|B| is dissipative. Hence (A + rB,D(A)) generates a semigroup of con-
tractions for each r < 1. From the dominated convergence theorem (Theorem
2.91(ii)) we obtain that for each f ∈ X,

lim
r→1

R(λ,A + rB)f = R1(λ)f.

We now use the Trotter–Kato theorem, exactly as in the proof of Theorem
5.2. Thus, we have to prove that for any f ∈ X the limit

lim
λ→∞

λR(λ,A + rB)f = f

is uniform in r. Let f ∈ D(A). Then, as

(A + rB)R(λ,A + rB) = I − λR(λ,A + rB),

we have, by dissipativity,

‖λR(λ,A + rB)f − f‖ ≤ λ−1(‖Af‖+ ‖Bf‖),

so that the limit is uniform in r. Because D(A) is dense in X, for y ∈ X we
take f ∈ D(A) with ‖y − f‖ < ǫ to obtain, again by dissipativity,

‖λR(λ,A + rB)y − y‖ ≤ 2ǫ + λ−1(‖Af‖+ ‖Bf‖)

which gives uniform convergence. Using Theorem 3.43, we obtain that R1(λ)
is the resolvent of a densely defined closed operator KB which generates a
semigroup of contractions (GKB

(t))t≥0. To show that KB is an extension of
A + B, we repeat the argument from the proof of Theorem 5.2. Denote

R(n)
1 (λ)f =

n∑
j=0

R(λ,A)(BR(λ,A))jf,
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and recall that R(n)
1 satisfies the following recurrence relation

R(n)
1 (λ)f = R(λ,A)f +R(n−1)

1 (λ)BR(λ,A)f.

Putting f = (λI −A)x, x ∈ D(A), we have

R(n)
1 (λ)(λI −A)x = x +R(n−1)

1 (λ)Bx.

Because R(n)
1 (λ)f converges to R(λ,KB), passing to the limit with n and

rearranging terms we obtain

R(λ,KB)(λI − (A + B))x = x,

which shows that KB ⊇ A + B. ⊓⊔

5.2.3 A Direct Proof of Corollary 5.17

Corollary 5.17 can be proved using various methods. The proof presented
above was at the level of resolvents, or, using engineering language, in the
‘frequency domain’. There are several proofs at the level of semigroups, that
is, in the ‘time domain’. In particular, J. Voigt in [161] used the Miyadera
theorem to prove that the operators A+rB, r < 1 generate semigroups, which
form a monotonic and strongly bounded family with respect to r, and then
passed to a limit with r ↑ 1. On the other hand, in [14] the author constructs
the Dyson–Phillips iterates (5.28), (5.29) and proves directly their convergence
to a minimal substochastic semigroup. Though [14] contains the proof for a
special case of the linear Boltzmann equation, it can be easily generalised to
our abstract setting. We present this proof here as it directly establishes the
Dyson–Phillips expansion and reveals some additional structure of the limit
semigroup that can be used in applications.

Throughout this subsection we always assume that the assumptions 1 to
3 of Corollary 5.17 are satisfied.

The following result generalises Theorem 4 of [14] to a more abstract set-
ting though the key ingredients of the proof remain the same.

Theorem 5.22. Under the adopted assumptions, the Dyson–Phillips expan-
sion

GK(t)f =
∞∑

n=0
Sn(t)f, f ∈ X, (5.34)

where the iterates Sn(t) are defined through

S0(t)f = GA(t)f,

Sn(t)f =

t∫

0

Sn−1(t− s)BGA(s)fds, n > 0, (5.35)



5.2 Perturbation Results in L1 setting 153

for f ∈ D(A) and t ≥ 0, converges uniformly in t on bounded intervals to
a positive semigroup of contractions (G′(t))t≥0 which, moreover, satisfies the
integral equation

G′(t)f = GA(t)f +

t∫

0

G′(t− s)BGA(s)fds (5.36)

for any f ∈ D(A) and t ≥ 0. The generator K ′ of (G′(t))t≥0 is given by

(I −K ′)−1f =
∞∑

n=0
(I −A)−1(B(I −A)−1)nf, (5.37)

and hence (G′(t))t≥0=(GK(t))t≥0, where (GK(t))t≥0 is the semigroup ob-
tained in Corollary 5.17.

Proof. The structure of the proof is similar to that of the Miyadera theo-
rem (Theorem 4.16) as we construct (G′(t))t≥0 through the Dyson–Phillips
expansion. However, unlike in the Miyadera theorem, here we do not have
the exponential estimate for the terms of the expansion Sn(t) so that the
convergence is proved using the monotonicity and the lattice structure of L1.

First, we show that Sn defined by (5.35) can be extended to a strongly
continuous family of bounded operators in X satisfying

‖Sn(t)f‖ ≤ ‖f‖ −
n−1∑
k=0

‖Sk(t)f‖, f ∈ X. (5.38)

We emphasise that this inequality holds for any fixed t and any fixed f . The
statement is clearly true for n = 0. Assume thus that it is valid for some
n − 1. We see that Sn(t)f is well defined for f ∈ D(A), as t → BGA(s)f
is continuous by Lemma 5.18, Sn−1(t − s) is strongly continuous, and the
composition is continuous by Proposition 2.20. To be able to extend Sn(t) to
a bounded operator on X, we prove the estimate (5.38). Let f ∈ D(A), then,
by the inductive assumption (5.38) with n− 1 and (5.27),

‖Sn(t)f‖ ≤
t∫

0

‖Sn−1(t− s)BGA(s)f‖ds

≤
t∫

0

(
‖BGA(s)f‖ −

n−2∑
k=0

‖Sk(t− s)BGA(s)f‖
)
ds

≤ ‖f‖ − ‖GA(t)f‖ −
n−2∑
k=0

t∫

0

‖Sk(t− s)BGA(s)fds‖

≤ ‖f‖ − ‖GA(t)f‖ −
n−2∑
k=0

∥∥∥∥∥∥

t∫

0

Sk(t− s)BGA(s)fds

∥∥∥∥∥∥
= ‖f‖−

n−1∑
k=0

‖Sk(t)f‖,
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where we used the inverted estimate: −
∫ t

0
‖ · ‖ds ≤ −‖

∫ t

0
·ds‖. Hence, the

operators Sn(t) can be extended to bounded (contractive) operators on X
(though, in general, they will be no longer given by (5.35)).

Repeating the argument of the proof of Theorem 4.16 leading to (4.39),
we show that for any n ∈ N, t, s ≥ 0, and f ∈ X,

n∑
j=0

Sj(t)Sn−j(s)f = Sn(t + s)f. (5.39)

In particular, the functions t→ Sn(t) are strongly continuous.
Next, we observe that the estimate (5.38) yields the convergence in X of

the series

G′(t)f =
∞∑

n=0
Sn(t)f,

for any f ∈ X and t ≥ 0, and the Banach–Steinhaus theorem shows that
(G′(t))t≥0 is a family of contractions. Moreover, as in the Miyadera theorem,

G′(t + s)f =
∞∑

j=0

Sj(t + s)f =
∞∑

j=0

j∑
i=0

Si(t)Sj−i(s)f

=
∞∑

i=0

Si(t)
∞∑

j=i

Sj−i(s)f =
∞∑

i=0

Si(t)
∞∑

m=0
Sm(s)f = G′(t)G′(s)f,

where the change of the order of summation is justified by the positivity of
terms for f ∈ X+ and by linearity for arbitrary f ∈ X. Hence, (G′(t))t≥0 is a
semigroup. To show that it is a C0-semigroup, take f ∈ X+ and consider

‖G′(t)f − f‖ ≤ ‖G′(t)f −GA(t)f‖+ ‖GA(t)f − f‖
≤ ‖f‖ − ‖GA(t)f‖+ ‖GA(t)f − f‖.

Hence, fixing ǫ > 0 and taking 0 < t < δ for which ‖GA(t)f − f‖ < ǫ, we get

‖G′(t)f − f‖ ≤ ‖f‖ − ‖f‖+ ǫ + ǫ = 2ǫ,

so that (G′(t))t≥0 is strongly continuous.
To prove that the series is uniformly convergent on finite intervals, we use

the classical argument of Dini, as in [105, Lemma 4]. Denote

Gm(t)f =
m∑

n=0
Sn(t)f, f ∈ X.

If the convergence Gm(t)f → G′(t)f were not uniform in some finite interval
of t and for some f , then there would be subsequences mn and tn such that
tn would converge to some t0 (as the interval is finite), limn→∞mn =∞, and

‖G′(tn)f −Gmn
(tn)f‖ ≥ ǫ0 > 0 (5.40)

for some ǫ0 and all n. We can assume that f ∈ X+, as otherwise taking |f |
we would have
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G′(tn)|f | −Gmn
(tn)|f | = (G′(tn)−Gmn

(tn))|f | ≥ (G′(tn)−Gmn
(tn))f

as G′(tn)−Gmn
(tn) ≥ 0. Clearly, the sequence (Gm(t))t≥0 is monotonic in m

so that the expression under the norm in (5.40) is nonnegative and hence

‖G′(tn)f‖ − ‖Gmn
(tn)f‖ = ‖G(tn)f −Gmn

(tn)f‖ ≥ ǫ0.

On the other hand, for k < n we have Gmk
(tn)f ≤ Gmn

(tn)f and hence

‖Gmk
(tn)f‖ ≤ ‖Gmn

(tn)f‖ ≤ ‖G′(tn)f‖ − ǫ0.

If we pass with n to infinity, keeping k fixed, then using the Banach–
Steinhaus theorem, available thanks to the strong continuity of (Gmn

(t))t≥0

and (G′(t))t≥0, we obtain that for any k we have

‖Gmk
(t0)f‖ ≤ ‖G′(t0)f‖ − ǫ0,

which contradicts the result that (Gm(t))t≥0 strongly converges for each t to
(G′(t))t≥0, that was proved earlier. Furthermore, we have

n∑
j=0

Sj(t)u = GA(t)u +

t∫

0

n∑
j=1

Sj−1(t− s)BGA(s)uds (5.41)

for u ∈ D(A), and by (5.38) for each s ≤ t,

‖
n∑

j=1

Sj−1(t− s)BGA(s)u‖ ≤ ‖BGA(s)u‖,

with the latter continuous by Lemma 5.18, so that we can pass to the limit
obtaining (5.36).

To prove that the semigroups (GK(t))t≥0 and (G′(t))t≥0 coincide, we ob-
serve that to find the generator K ′ of (G′(t))t≥0 we can take the Laplace
transform of (5.34) with λ = 1, obtaining

(I −K ′)−1f =
∞∑

n=0
L(Sn(t)f)(1). (5.42)

Now, for u ∈ D(A),

L(Sn(t)u)(1) = L(Sn−1(t))(1)L(BGA(t)u)(1),

where we used Proposition 2.30 (applicable by Lemma 5.18). The next step
requires some care as we don’t know whether B is a closed operator. However,
repeating the trick used in the proof of Lemma 5.18, we obtain

L(BGA(t)u)(1) = L(B(I −A)−1GA(t)(I −A)u)(1) = B(I −A)−1u,

by the boundedness of B(I −A)−1. Therefore, for any u ∈ D(A),

L(S0(t)u)(1) = (I −A)−1u

L(Sn(t)u)(1) = L(Sn−1(t))B(I −A)−1u = (I −A)−1[B(I −A)−1]nu,

and, because L(Sn(t)u)(1) is a bounded operator, we can extend the above to
the whole of X. Thus, (5.42) coincides with (5.1). ⊓⊔
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Substochastic Semigroups and Generator
Characterization

6.1 Preliminaries

Most of the theory developed in the last chapter is concerned with positive
semigroups of contractions that are referred to as substochastic semigroups .
They are particularly useful for analysis of deterministic equations related to
Markov processes, where they describe time evolution of the density u(x, t) of
some quantity, where x ∈ Ω is a state variable and Ω is a state space. If Ω is
countable, then the function u could be the probability of finding the system
in state x, but could also describe the number of particles in the system that
are in state x; for uncountable Ω we use a suitable continuous version of u. A
number of applications coming from diverse fields are discussed later in this
book.

Equations describing the evolution of u are typically constructed by bal-
ancing, for any state x, the loss of u(x, t) that is due to the transfer of a part
of the population to other states x′, and the gain due to the transfer of parts
of the population from other states x′ to the state x. A general form of such
equations is as follows,

∂tu = T0u + Au + Bu, (6.1)

where A is the loss operator, B is the gain operator, and T0 may describe
some transport in the state space (e.g., free streaming or diffusion). The very
nature of the modelling process sketched above requires that the described
quantity should be preserved; that is, u should add up (or integrate) to a
constant independent of t, for instance to 1 if u is the probability density, or
to the initial number of particles in the second example mentioned above. If
this is the case, then the semigroup describing the evolution is conservative
for positive initial data and is called a stochastic semigroup. In many cases,
however, the semigroup turns out not to be conservative even though the mod-
elled physical system should have this property. Markov processes exhibiting
the latter property are well known in probability theory and are referred to as
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dishonest, [8], or explosive, [140], Markov processes. In such cases we have a
leakage of the described quantity out of the system that is not accounted for
in the modelling processes. This in turn indicates a possibility of the phase
transition during evolution and shows that the model does not provide an ade-
quate description of the full process. It seems, however, that this phenomenon
is much less understood from the functional-analytic point of view and though
a number of scattered results, often limited to a particular application, can
be found in earlier literature, [105, 161, 14, 15, 85, 6, 124, 104], a systematic
study has been initiated only recently in a series of papers, [33, 34, 39, 87, 40],
and has yielded strong results.

In many cases, however, in the modelling process a mechanism appears
that allows the amount of the described quantity to decrease. It could be an
absorbing or permeable boundary, or some reaction removing a portion of the
quantity from the system. In such a case we say that the semigroup describing
the evolution is strictly substochastic; that is, the substochasticity of it is not
caused by a dishonesty of the process. The theory of Markov processes deals
with such a case by introducing an additional state that accounts for the loss,
and redefines the process so that the resulting process is Markovian. However,
the loss-functional defining the leakage from the system carries important
information about the evolution, for example, in the fragmentation models it
describes the rate of mass loss due to internal reactions and therefore plays
a special role in the description of the process. It is thus important that we
do not amalgamate it with other states so that we can keep track of mass
loss in the evolution. Moreover, also for strictly substochastic processes, we
can have an analogue of dishonesty; that is, the described quantity can leak
out from the system faster than predicted by the loss-functional and thus it
is important to separate these two causes of leakage in the model.

We have mentioned in Section 1.2 that the property of honesty/dishonesty
of a semigroup is closely related to the characterisation of the generator of the
semigroup and therefore the functional analysis approach is very efficient in
both cases, providing sharp necessary and sufficient conditions for honesty of
the semigroup. To explain why honesty of the semigroup should have anything
to do with the characterization of the generator, let us look at a simplified
situation when (6.1) with T0 = 0 is supposed to model a conservative system
in X = L1(Ω, dµ); that is, for sufficiently regular u, say u ∈ D(A),

∫

Ω

(A + B)udµ = 0

(the total gain is equal to the total loss, according to our terminology from the
beginning of this section). If A generates a substochastic semigroup and B is
positive, then by Corollary 5.17, there is an extension K of A+B generating a
semigroup of contractions, say (GK(t))t≥0. The problem is that in most cases
we do not have any direct characterisation of K.
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Assume now that the semigroup (GK(t))t≥0 is generated by (K,D(K)) =
(A + B,D(A)). Then the solution u(t) = GK(t)u0, emanating from u0 ∈
D(K)+, satisfies u(t) ∈ D(A)+ and, therefore, because

d

dt
u(t) = Ku(t) = Au(t) + Bu(t),

we obtain that for any t ≥ 0

d

dt
‖u(t)‖ =

∫

Ω

du(t)

dt
dµ =

∫

Ω

(Au(t) + Bu(t))dµ = 0, (6.2)

so that ‖u(t)‖ = ‖u0‖ for any t ≥ 0 and the solutions are indeed conservative.
If K = A + B, then for u ∈ D(K) there exists a sequence (un)n∈N of

elements of D(A) such that un → u and (A + B)un → Ku in X as n → ∞,
thus ∫

Ω

Kudµ = lim
n→∞

∫

Ω

(A + B)undµ = 0. (6.3)

This in turn shows again that if u0 ∈ D(K)+, then u(t) = G(t)u ∈ D(K)+
for any t ≥ 0 and (6.2) takes the form

d

dt
‖u(t)‖ =

∫

Ω

du(t)

dt
dµ =

∫

Ω

Ku(t)dµ = 0,

and the solutions are conservative as well. That K = A + B is also the nec-
essary condition is not that clear but we prove this later, for an even more
general setting.

On the other hand, if K is a larger extension of A + B than A + B, then
the above property may not hold and there may be a loss of particles in the
evolution. In Corollary 6.12 and Theorem 6.13 we prove that this is exactly
the case.

6.2 Strictly Substochastic Semigroups

As we stated previously, in this chapter we consider only X = L1(Ω, dµ) where
(Ω,µ) is a measure space. We recall that if Z ⊂ X is a subspace, then by Z+

we denote the cone of nonnegative elements of Z and for f ∈ X, the symbols
f± denote the positive and negative part of f ; that is, f+ = max{f, 0} and
f− = −min{f, 0}. Let (G(t))t≥0 be a strongly continuous semigroup on X.
We say that (G(t))t≥0 is a substochastic semigroup if for any t ≥ 0 and x ≥ 0,
G(t)x ≥ 0 and ‖G(t)x‖ ≤ ‖x‖, and a stochastic semigroup if additionally
‖G(t)f‖ = ‖f‖ for f ∈ X+.
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Following the discussion in the Preliminaries, we consider linear operators
in X: T ⊂ T0 + A with D(T ) ⊂ D(T0) ∩ D(A), and B, that satisfy the
assumptions of Corollary 5.17; that is,

1. (T,D(T )) generates a substochastic semigroup (GT (t))t≥0;

2. D(B) ⊃ D(T ) and Bf ≥ 0 for f ∈ D(B)+;

3. for all f ∈ D(T )+, ∫

Ω

(Tf + Bf) dµ ≤ 0. (6.4)

Remark 6.1. The assumption T ⊂ T0+A has its origin in the modelling process
described earlier. In principle, the process governed by A+B is independent
of the one governed by T0 and we should be able to construct the same theory
with T0 ≡ 0. Thus, we should have D(A) ⊂ D(B) with

∫
Ω

(A + B)u dµ ≤ 0
for u ∈ D(A)+ and consequently (6.4) should hold termwise:

∫
Ω

(T0u+Au+
Bu) dµ ≤ 0 for 0 ≤ u ∈ D(T0) ∩ D(A), and the assumption T ⊂ T0 + A
ensures that no new elements are introduced by grouping together T0 and A
to obtain the generator T .

Under these assumptions, Corollary 5.17, Theorem 5.2, and other results
of the previous chapter give the existence of a smallest substochastic semi-
group (GK(t))t≥0 generated by an extension K of the operator T + B. This
semigroup, for arbitrary f ∈ D(K) and t > 0, satisfies

d

dt
GK(t)f = KGK(t)f. (6.5)

The semigroup (GK(t))t≥0 can be obtained as the strong limit in X of semi-
groups (Gr(t))t≥0 generated by (T +rB,D(T )) as r ↑ 1−; if f ∈ X+, then the
limit is monotonic. It is also given as the solution to the Duhamel equation
(5.10) and by the Dyson–Phillips expansion (5.28). Moreover, the generator
K of (GK(t))t≥0 is characterised by

(λI −K)−1f =
∞∑

n=0
(λI − T )−1[B(λI − T )−1]nf, f ∈ X, λ > 0. (6.6)

Theorem 5.2 does not provide any characterisation of the domain of the gen-
erator K and such a characterisation plays the role of regularity theorems
for solutions of differential equations. An extensive discussion of various cases
which can arise has been provided in Section 1.2. Here we pass directly to the
general theory.

To proceed, we note that Eq. (6.4) can be always written as

∫

Ω

(T + B)u dµ = −c(u), u ∈ D(T )+, (6.7)
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where c is a nonnegative (possibly zero) functional defined on D(T ). In this
chapter we consider only the situation when c can be written as an integral
functional; that is,

c(u) =

∫

Ω

ς(x)u(x) dµ′
x (6.8)

for some positive measurable function ς and positive measure µ′. We do not
assume that c is bounded or closed.

Remark 6.2. The measure µ′ may coincide with the measure µ but it can also
be singular, for example, concentrated at the boundary of the domain (see
Chapter 10). The only property of µ′ that is used throughout this chapter is
that the dominated convergence theorem holds for c.

It is important to distinguish the class of semigroups corresponding to
c �= 0, as such semigroups cannot be stochastic but their substochasticity is
built into the model and not caused by the dishonesty of it.

Definition 6.3. A positive semigroup (GK(t))t≥0 generated by an extension
K of the operator T +B is said to be strictly substochastic if (6.7) holds with
c �= 0.

Next we extend the concept of honesty to strictly substochastic semigroups.

Definition 6.4. We say that a positive semigroup (GK(t))t≥0 (generated by
an extension K of the operator T +B) is honest if c extends to D(K) and for

any 0 ≤ ◦
u∈ D(K) the solution u(t) = GK(t)

◦
u of (6.5) satisfies

d

dt

∫

Ω

u(t) dµ =
d

dt
‖u(t)‖ = −c (u(t)) . (6.9)

Hence, if c ≡ 0, then honest semigroups are the same as stochastic semigroups.

Remark 6.5. We note that there is no need to restrict the definition of honesty
(6.9) to nonnegative c and, consequently, to substochastic semigroups only. In
general, this definition of honesty is valid even if c in (6.7) is of undetermined
sign and in this form it is used later in Section 9.3 for fragmentation models
with mass growth. The reason why we restrict c here to positive functionals
only is that otherwise the existence part of the theory becomes a nontrivial
matter so that each case has to be treated separately. On the other hand,
substochastic semigroups yield to a complete well-posedness theory.

A slightly different variant of honesty for boundary operators is discussed
in Subsection 10.5.4.

Remark 6.6. In this chapter we are often faced with the situation when we
have a subspace Z ⊂ X such that Z = RX, where R is a positive linear
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operator defined on X (typically Z will be the domain of an operator and R
will be the resolvent of this operator). In such a case, in general, Z+ �= RX+

(e.g., for R = Lλ, its inverse λI − T may be not a positive operator) and
u ∈ Z does not yield u± ∈ Z+ (that is, Z+ is not a generating cone for
Z). However, we can still represent u as a difference of two elements of Z+

using the following argument. Let, for a given u ∈ Z, u = Rf , f ∈ X. Then
f = f+ − f−, f+, f− ∈ X+ and we define

ū± = Rf± ∈ Z+, (6.10)

because R is a positive operator. Clearly, ū+ − ū− = u. Notation (6.10) is
used throughout the book to denote this decomposition of an element of Z
into a difference of elements from RX+ ⊂ Z+.

Let us suppose that some linear relation is defined on Z. Using (6.10), we
see that it holds for any u ∈ Z+ if and only if it holds for any u ∈ RZ+ and
if and only if it holds for any u ∈ Z. In particular, (6.7) is equivalent to

∫

Ω

(T + B)u dµ = −c(u), u ∈ D(T ). (6.11)

The next lemma gives a reformulation of (6.11) in terms of the norm in the
underlying space. For λ > 0 we define Lλ = R(λ, T ) = (λI − T )−1.

Lemma 6.7. If assumptions 1 and 2 are satisfied, then condition (6.7) (and
therefore (6.11)) is equivalent to

−c(Lλf) = λ‖Lλf‖+ ‖BLλf‖ − ‖f‖, f ∈ X+. (6.12)

Proof. First, we note that because Lλ is a surjection from X onto D(T ) we
have, for any f = (λI − T )u, u ∈ D(T ),

∫

Ω

(Tu + Bu + λu− λu) dµ = −
∫

Ω

f dµ +

∫

Ω

BLλf dµ + λ

∫

Ω

Lλf dµ.

By Remark 6.6, Eq. (6.7) is equivalent to Eq. (6.11), so that

−c(u) = −
∫

Ω

f dµ +

∫

Ω

BLλf dµ + λ

∫

Ω

Lλf dµ. (6.13)

In particular, this is valid for f ∈ X+ and, because LλX+ ⊂ D(T )+ and B is
a positive operator, we have

−c(Lλf) = λ‖Lλf‖+ ‖BLλf‖ − ‖f‖, f ∈ X+. (6.14)

Conversely, let (6.14) be valid for any f ∈ X+. Writing it in the form (6.13),
we obtain its validity for any u ∈ LλX+ and then, by Remark 6.6, for arbitrary
u ∈ D(T ). ⊓⊔
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In the next theorem we use the ‘telescoping’ property of the series (6.6),
already applied in [15, 87] in the conservative situation, to prove the corre-
sponding results in a strictly substochastic context.

Theorem 6.8. For any fixed λ > 0, there is 0 ≤ βλ ∈ X∗ with ‖βλ‖ ≤ 1 such
that for any f ∈ X+,

λ‖R(λ,K)f‖ = ‖f‖− <βλ, f> − c (R(λ,K)f) . (6.15)

In particular, c extends to a nonnegative continuous linear functional on
D(K), given again by (6.8).

Proof. Let us fix f ∈ X+. From (6.6) and nonnegativity we obtain

λ‖(λI −K)−1f‖ = lim
N→∞

N∑
n=0

λ‖Lλ(BLλ)nf‖.

By (6.14) we get

N∑
n=0

λ‖Lλ(BLλ)nf‖ =
N∑

n=0

(
‖(BLλ)nf‖ − ‖(BLλ)n+1f‖ − c(Lλ(BLλ)nf

)

= ‖f‖ − ‖(BLλ)N+1f‖ − c

(
N∑

n=0
Lλ(BLλ)nf

)
. (6.16)

The left-hand side is nonnegative and c is a nonnegative functional, therefore
we obtain

0 ≤ c

(
N∑

n=0
Lλ(BLλ)nf

)
≤ ‖f‖, (6.17)

and because the series is nondecreasing, the numerical sequence is converging.
However, because c is an integral functional with a nonnegative kernel, from
the monotone convergence theorem we obtain

lim
N→∞

c

(
N∑

n=0
Lλ(BLλ)nf

)
= c

( ∞∑
n=0

Lλ(BLλ)nf

)
= c(R(λ,K)f) < +∞.

Thus, for f ∈ X+, we have c(R(λ,K)f) ≤ ‖f‖. If u ∈ D(K), then u =
R(λ,K)f , f ∈ X, f+ + f− = |f | and ‖|f |‖ = ‖f‖, so that using (6.10) we
have

|c(u)| ≤ c(ū+) + c(ū−) ≤ ‖f+‖+ ‖f−‖ = ‖f‖.
This shows that c is finite on D(K) and continuous in the graph topology
because

|c(u)| ≤ ‖f‖ = ‖(λI −K)u‖ ≤ λ‖u‖+ ‖Ku‖.
Returning to (6.16) we see also that ‖(BLλ)N+1f‖ converges to some βλ(f) ≥
0 and, by a similar argument, βλ extends to a continuous linear functional on
X with the norm not exceeding 1. ⊓⊔
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Proposition 6.9. (GK(t))t≥0 is honest if and only if for any f ∈ X+ and
t ≥ 0,

‖GK(t)f‖ = ‖f‖ − c

⎛
⎝

t∫

0

GK(s)fds

⎞
⎠ . (6.18)

Proof. Let u ∈ D(K)+. Integrating (6.9) we obtain

‖GK(t)u‖ = ‖u‖ −
t∫

0

c (GK(s)u) ds = ‖u‖ − c

⎛
⎝

t∫

0

GK(s)uds

⎞
⎠ , (6.19)

where we changed the order of integration using Fubini’s theorem. Now, tak-

ing f ∈ X+, we can approximate it by the sequence un = n
∫ 1/n

0
GK(s)fds,

D(K)+ ∋ un → f in X; see (3.7). Fixing t > 0, we see that because

K
∫ t

0
GK(s)unds = GK(t)un − un, the integral

∫ t

0
GK(s)unds converges in

D(K) to
∫ t

0
GK(s)fds. Because c is continuous on D(K), we can extend (6.19)

to X+. Conversely, if (6.18) is satisfied, then it is satisfied for f ∈ D(K)+. For
such f the function t→ GK(t)f is continuous in D(K) and so t→ c(GK(t)f)

is continuous. Consequently, both ‖GK(t)f‖ and
∫ t

0
c (GK(s)f) ds are differ-

entiable, giving (6.9). ⊓⊔

Let us introduce the defect function

ηf (t) = ‖GK(t)f‖ − ‖f‖+

t∫

0

c (GK(s)f) ds (6.20)

for f ∈ X+ and t ≥ 0.

Proposition 6.10. For any f ∈ X+, ηf is a nonpositive and nonincreasing
function for t ≥ 0.

Proof. By Theorem 5.2, (GK(t))t≥0 can be obtained by a monotonic strong
limit of semigroups (Gr(t))t≥0 generated by (T + rB,D(T )) as r ↑ 1. For
u ∈ D(T )+ we have

∫

Ω

(T + rB)u dµ =

∫

Ω

(T + B)u dµ + (r − 1)

∫

Ω

Budµ ≤ −c(u), (6.21)

as B is positive on D(T ) and r < 1. Because for f ∈ X+, we have
∫ t

0
Gr(s)f ∈

D(T )+, and by direct integration over Ω of the equation

Gr(t)f = f + (T + rB)

t∫

0

Gr(s)fds,
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we obtain

‖Gr(t)f‖ ≤ ‖f‖ − c

⎛
⎝

t∫

0

Gr(s)fds

⎞
⎠ . (6.22)

Using the fact that the convergence of (Gr(t))t≥0 is monotonic and c is a
positive integral functional, we may pass to the limit in (6.22) getting

‖GK(t)f‖ ≤ ‖f‖ − c

⎛
⎝

t∫

0

GK(s)fds

⎞
⎠ , (6.23)

for any f ∈ X+ and t ≥ 0 so that ηf is nonpositive.
Next, for a given f ∈ X+, we have, as above,

‖GK(t)f‖ = ‖f‖+

∫

Ω

⎛
⎝K

t∫

0

GK(s)fds

⎞
⎠ dµ. (6.24)

Subtracting this from (6.23) we obtain

∫

Ω

⎛
⎝K

t∫

0

GK(s)fds

⎞
⎠ dµ + c

⎛
⎝

t∫

0

GK(s)fds

⎞
⎠ ≤ 0, (6.25)

valid for any t ≥ 0 and any f ∈ X+. In particular, taking t > t1 ≥ 0 and
f = GK(t1)g for some g ∈ X+, we obtain

t∫

0

GK(s)fds =

t∫

0

GK(s + t1)gds =

t+t1∫

t1

GK(τ)gdτ

which gives a more general version of (6.25),

∫

Ω

⎛
⎝K

t2∫

t1

GK(s)fds

⎞
⎠ dµ + c

⎛
⎝

t2∫

t1

GK(s)fds

⎞
⎠ ≤ 0, (6.26)

for any 0 ≤ t1 < t2 and f ∈ X+. Thus, by (6.24) and (6.26),

ηf (t2)− ηf (t1) = ‖GK(t2)f‖ − ‖GK(t1)‖+ c

⎛
⎝

t2∫

t1

GK(s)fds

⎞
⎠

=

∫

Ω

⎛
⎝K

t2∫

t1

GK(s)fds

⎞
⎠ dµ + c

⎛
⎝

t2∫

t1

GK(s)fds

⎞
⎠ ≤ 0,

which ends the proof. ⊓⊔
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Theorem 6.11. (GK(t))t≥0 is honest if and only if βλ ≡ 0 for any (some)
λ > 0.

Proof. Consider the function ηf given by (6.20). Because K
∫ t2

t1
GK(s)fds =

GK(t2)f −GK(t1)f , the function t→
∫ t

0
GK(s)fds is continuous in the norm

D(K) and so t→
∫ t

0
c (GK(s)f) ds is continuous by Theorem 6.8. Thus, taking

the Laplace transform of ηf , we obtain

∞∫

0

e−λtηf (t)dt = ‖R(λ,K)f‖ − 1

λ
‖f‖+

1

λ
c (R(λ,K)f) = − 1

λ
<βλ, f> .

If the semigroup is honest, then ‖R(λ,K)f‖ = λ−1 (‖f‖ − c (R(λ,K)f)),
hence

<βλ, f>= −λ
∞∫

0

e−λtηf (t)dt = 0

on X+ and, because it is positive, it vanishes identically for all f and λ > 0.
Next, if for some λ0 > 0 there is f ∈ X such that <βλ0

, f>�= 0, then splitting
f = f+ − f− we have <βλ0

, f+>�=<βλ0
, f−> and at least one of these two is

strictly positive. Thus we can assume that <βλ0
, f>> 0 for some f ∈ X+.

By the uniqueness of the Laplace transform, we see that ηf does not vanish
identically and hence (GK(t))t≥0 is dishonest. ⊓⊔
Corollary 6.12. If (GK(t))t≥0 is dishonest, then there is f ∈ X+ such that

‖GK(t)f‖ < ‖f‖ −
∫ t

0
c (GK(s)f) ds for any t > 0.

Proof. From the definition and Proposition 6.10, there is f̄ ∈ X+ and t0 > 0

such that ‖GK(t)f̄‖ < ‖f̄‖ −
∫ t

0
c
(
GK(s)f̄

)
ds for all t > t0. Put t′ = inf{t >

0; ηf̄ (t) < 0}. By continuity and Proposition 6.10, ηf̄ (t) = 0 for t ∈ [0, t′].
Define f = GK(t′)f̄ ; then for any t > 0 we have

‖GK(t)f‖ = ‖GK(t + t′)f̄‖ < ‖f̄‖ − c

⎛
⎝

t+t′∫

0

GK(s)f̄ds

⎞
⎠

= ‖GK(t′)f̄‖+ c

⎛
⎝

t′∫

0

GK(s)f̄ds

⎞
⎠− c

⎛
⎝

t+t′∫

0

GK(s)f̄ds

⎞
⎠

= ‖f‖ − c

⎛
⎝

t+t′∫

t′

GK(s)f̄ds

⎞
⎠ = ‖f‖ − c

⎛
⎝

t∫

0

GK(s)GK(t′)f̄ds

⎞
⎠

= ‖f‖ − c

⎛
⎝

t∫

0

GK(s)fds

⎞
⎠ .

⊓⊔
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Theorem 6.13. The semigroup (GK(t))t≥0 is honest if and only if K =
T + B.

Proof. First let K = T + B. If K = T +B with D(K) = D(T ) then, because

∫

Ω

Kudµ = −c(u), u ∈ D(K)+, (6.27)

the statement follows by integrating Eq. (6.5).
Now let T + B �= K = T + B. By (6.11) we have

∫

Ω

Kudµ =

∫

Ω

(T + B)u dµ = −c(u) (6.28)

for u ∈ D(T ). Taking, for an arbitrary u ∈ D(K), a sequence (un)n∈N ⊂ D(T )
converging to u in D(K), we obtain that (6.28) is valid for u as c is continuous
on D(K) by Theorem 6.8. Thus, as before, honesty is obtained by integration
of Eq. (6.5).

Conversely, if (GK(t))t≥0 is honest, then βλ ≡ 0 for any λ > 0, which
means, by the proof of Theorem 6.8, that

lim
n→∞

(BLλ)nf = 0 (6.29)

for any f ∈ X and λ > 0. Hence, the thesis follows from Proposition 4.7. ⊓⊔

Corollary 6.14. The semigroup (GK(t))t≥0 is honest if and only if for any
u ∈ D(K)+ we have ∫

Ω

Kudµ ≥ −c(u). (6.30)

The statement also holds true if we replace D(K)+ by R(λ,K)X+ for
some/any λ > 0.

Proof. If (GK(t))t≥0 is honest, then by Theorem 6.13, K = T + B and, as
in the first part of the proof of Theorem 6.13, we obtain (6.30) with the
equality sign. Conversely, if (6.30) holds for any u ∈ D(K)+, then it holds for
u = R(λ,K)f , f ∈ X+. Because Ku = −(λu−Ku) + λu = −f + λR(λ,K)f ,
we obtain from (6.15),

∫

Ω

Kudµ = −‖f‖+ λ‖R(λ,K)f‖ = −c(u)− <βλ, f>, (6.31)

and if (6.30) holds, then <βλ, f >≤ 0 for all f ∈ X+, thus βλ = 0 and by
Theorem 6.11 (GK(t))t≥0 is honest. The last statement follows from Remark
6.6. ⊓⊔
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By Theorem 6.13 we can use Theorem 4.3 to provide another characteri-
sation of the honesty of (GK(t))t≥0.

Corollary 6.15. (GK(t))t≥0 is honest if and only if 1 /∈ σp((BLλ)∗).

Proof. By [75], p. 581, σr(BLλ) � σp((BLλ)∗) � σp(BLλ) ∪ σr(BLλ) so
if 1 /∈ σp((BLλ)∗), then we immediately see that 1 /∈ σr(BLλ), thus, by
Theorem 4.3(a), 1 ∈ ρ(BLλ) ∪ σc(BLλ), giving the honesty of (GK(t))t≥0.
Conversely, if (GK(t))t≥0 is honest, then by Theorem 4.3(b) and (c) we see
that 1 ∈ ρ(BLλ) ∪ σc(BLλ). This implies that 1 does not belong either to
σp(BLλ) or to σr(BLλ) and thus 1 /∈ σp((BLλ)∗). ⊓⊔

By Theorem 6.11, (GK(t))t≥0 is dishonest if and only if the nonnegative
linear functional βλ, defined in Theorem 6.8 by

<βλ, f>= lim
n→∞

‖(BR(λ, T ))nf‖, f ∈ X+ (6.32)

is nontrivial. Because clearly

<βλ, BR(λ, T )f>= lim
n→∞

‖(BR(λ, T ))n+1f‖ =<βλ, f>, f ∈ X+

we immediately obtain that

(BR(λ, T ))∗βλ = βλ (6.33)

which gives a more constructive flavour to Corollary 6.15.

Remark 6.16. It is worthwhile to reflect on the nature of dishonesty. By defini-
tion, (GK(t))t≥0 is dishonest if it is not honest and therefore for (GK(t))t≥0 to
be dishonest, it is enough that (6.18) does not hold for just one f ∈ X+ at one
moment of time t > 0. Hence it makes sense to consider ‘pointwise in space’
honesty and say that (GK(t))t≥0 is honest along the trajectory {GK(t)f}t≥0

if (6.18) holds for this particular f and for all t ≥ 0. Accordingly, such a tra-
jectory is called an honest trajectory. Thus (GK(t))t≥0 is honest if and only
if each trajectory {GK(t)f}t≥0 is honest. Moreover, honesty can also be con-
sidered to be a ‘pointwise in time’ phenomenon. Indeed, if u(t0) ∈ D(T + B)
for some t0 > 0 then, by (6.3),

d

dt
‖u‖
∣∣∣∣
t=t0

= −c(u(t0))

and therefore we can say that the trajectory {GK(t)f}t≥0 is honest over a
time interval I if and only if GK(t)f ∈ D(T + B) for t ∈ I. In other words,
(GK(t))t≥0 is dishonest along the whole trajectory {GK(t)f}t≥0 if and only
if this trajectory, starting from f ∈ D(T + B), leaves D(T + B) immediately
and stays in D(K) \D(T + B) for all t > 0.

In general, our theory cannot determine, in general, whether a given system
(GK(t))t≥0 can be dishonest along some trajectories and honest along the
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others. Using specific properties of birth-and-death and fragmentation models,
however, we can show that dishonesty in these models is spatially universal.
That is, if it occurs along one trajectory, it must occur along any other; see
Theorem 7.14 and Theorem 9.21.

Unfortunately, much less can be said about how dishonest trajectories
behave in time. One of the reasons for this is that our theory is based on
the Laplace transform approach which gives, in some sense, time averages of
solutions which provide little information about the properties which are local
in time.

6.3 Extension Techniques

The problem with most of the characterisation results given above, such as
Corollary 6.14, is that they require knowledge of the generator itself. One
way of circumventing this difficulty is to express everything in terms of the
operators B and R(λ, T ), that are known, and use, for example, Theorem 4.3.
Another way, which we present in this section, is to work with some extensions
of the operators that appear in the model.

Let us recall that X = L1(Ω, dµ) where (Ω,µ) is a measure space. Let
E := L0(Ω, dµ) denote the set of µ-measurable functions that are defined on
Ω and take values in the extended set of real numbers, and by Ef the subspace
of E consisting of functions that are finite almost everywhere. E is a lattice
with respect to the usual relation: ‘≤ almost everywhere’, X ⊂ Ef ⊂ E with
X and Ef being sublattices of E.

In what follows by T ,B,K, and Lλ we denote extensions of the operators
T , B, K, and R(λ, T ), respectively. We abbreviate L1 by L. At this moment
we only require that all extensions have domains and ranges in Ef , B,L, and
Lλ are positive operators on their domains, and K ⊂ T + B.

It is not easy to give examples of such extensions in a general setting; a
manageable example was introduced in [15]. On the other hand, they come in
a natural way in concrete problems, as we show later. Here we briefly recall
the construction of [15].

Let F ⊂ E be defined by the condition: f ∈ F if and only if for any
nonnegative and nondecreasing sequence (fn)n∈N satisfying supn∈N fn = |f |
we have supn∈N(I−T )−1fn ∈ X. Before proceeding any further we adopt the
following assumptions on (B,D(B)),

f ∈ D(B) if and only if f+, f− ∈ D(B) (6.34)

and, for any two nondecreasing sequences (fn)n∈N, (gn)n∈N of elements of
D(B)+,

sup
n∈N

fn = sup
n∈N

gn implies sup
n∈N

Bfn = sup
n∈N

Bgn. (6.35)

Through B we construct another subset of E, say G, defined as the set of
all functions f ∈ X such that for any nonnegative, nondecreasing sequence
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(fn)n∈N of elements of D(B) such that supn∈N fn = |f |, we have supn∈N Bfn <
+∞ almost everywhere. It is easy to check that D(T ) ⊆ G ⊆ X ⊆ F ⊆ E.

Some important properties of the set F are given in the following lemma.

Lemma 6.17. Under the notation and assumptions of this section:

(a) If f ∈ F+ and 0 ≤ g ≤ f , then g ∈ F+;
(b) F ⊂ Ef ; that is, any function from F is finite almost everywhere;
(c) If f ∈ F+ and (fn)n∈N and (gn)n∈N are nondecreasing sequences of ele-

ments of X+ satisfying f = supn∈N fn = supn∈N gn, then

sup
n∈N

R(1, T )fn = sup
n∈N

R(1, T )gn.

Proof. All three points are based on the distributive property of sup and inf
(see Proposition 2.47): for any (fn)n∈N and g in E,

sup
n∈N

inf{fn, g} = inf{sup
n∈N

fn, g}. (6.36)

(a) If (fn)n∈N is a nondecreasing sequence in X with supn∈N fn = f , then
clearly gn = inf{fn, g} defines a nondecreasing sequence satisfying 0 ≤ gn ≤ g
with supn∈N gn = g by (6.36). This shows that

0 ≤ sup
n∈N

R(1, T )gn ≤ sup
n∈N

R(1, T )fn

so that supn∈N R(1, T )gn ∈ X and thus g ∈ F+.
(b) It is enough to consider nonnegative functions. For such f , let U ′

f =
{x ∈ Ω; f(x) = ∞}. Suppose that there exists f ∈ F with µ(U ′

f ) > 0.
Then there exists Uf ⊂ U ′

f satisfying 0 < µ(Uf ) < ∞. Consider the
characteristic function χUf

of the set Uf . Clearly, 0 �= χUf
∈ X so that

g = R(1, T )χUf
∈ D(T ). Because nχUf

≤ f , supn∈N nχUf
∈ F+ by (a) and

thus supn∈N R(1, T )nχUf
=∞· g ∈ X. Thus ∞g must be finite almost every-

where, which implies g = 0 almost everywhere and this yields, by injectivity
of R(1, T ), χUf

= 0, contrary to the assumption 0 < µ(Uf ).
(c) Because we have X+ ∋ gn ≤ f for any fixed n, we see by (6.36) that

hk = inf{gn, fk} converges monotonically to gn as k →∞. Therefore

R(1, T )gn = sup
k∈N

R(1, T )hk ≤ sup
k∈N

R(1, T )fk

so that
sup
n∈N

R(1, T )gn ≤ sup
k∈N

R(1, T )fk.

Changing the roles of f and g we obtain equality which ends the proof. ⊓⊔

By Lemma 6.17 (c) and the assumptions on B we can define mappings:
B : D(B)+ → Ef,+, where D(B) = G, and L : F+ → X+ by
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Bf := sup
n∈N

Bfn, f ∈ D(B)+, (6.37)

Lf := sup
n∈N

R(1, T )fn, f ∈ F+, (6.38)

where 0 ≤ fn ≤ fn+1 for any n ∈ N, and supn∈N fn = f . These mappings can
be extended to positive linear operators on the whole D(B) and L, respectively,
Theorem 2.64.

To proceed, we put L in the framework of the Sobolev towers described in
Subsection 3.1.5. Thus, let X−1 be the completion of X with respect to the
norm

‖f‖−1 = ‖R(1, T )f‖0 = ‖R(1, T )f‖.
The semigroup (GT (t))t≥0 extends by density to the semigroup (GT,−1(t))t≥0

in X−1, which is generated by the closure of T in X−1. This closure, denoted
by T−1, is defined on the domain D(T−1) = X ⊂ X−1. The resolvent extends
then by density to the resolvent of T−1, that is a bounded, one-to-one operator
R(1, T−1) : X−1 → X−1 with the range exactly equal to X. We have the
following lemma.

Lemma 6.18. The operator L is a restriction of R(1, T−1). As a consequence,
L is one-to-one.

Proof. Let g ∈ X+ satisfy g = Lf . This means that g = supn∈N R(1, T )fn

for a nondecreasing sequence of functions fn ∈ X+ such that supn∈N fn = f .
Because R(1, T ) ≥ 0, the sequence (R(1, T )fn)n∈N is also nondecreasing and
g ≥ R(1, T )fn for any n ∈ N. Because g is integrable, we obtain

lim
n→∞

∫

Ω

R(1, T )fndµ =

∫

Ω

gdµ

and

lim
n→∞

∫

Ω

|g −R(1, T )fn| dµ =

∫

Ω

gdµ− lim
n→∞

∫

Ω

R(1, T )fndµ = 0.

This shows that (R(1, T )fn)n∈N converges in X and therefore g = Lf =
R(1, T−1)f . The extension for arbitrary f is done by linearity. ⊓⊔

Example 6.19. If Tf = −mf , where m is a nonnegative, measurable, and
almost everywhere finite function, then

F = X−1 = {f ∈ E; (1 + m)−1f ∈ X}, (6.39)

and Lf = (1 + m)−1f . In fact, because R(1, T )f = (1 + m)−1f , then by the
definition of F, f ∈ F provided supn∈N(1+m)−1fn ∈ X for any nondecreasing
sequence of nonnegative functions fn such that supn∈N fn = |f |.
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L is one-to-one, therefore we can define the operator T with D(T) = LF ⊂
X by

Tu = u− L−1u, (6.40)

so that T is an extension of T . The relation between L and the Sobolev tower
extension of R(1, T ) easily yields the result that

Lf ∈ D(T ) if and only if f ∈ X. (6.41)

Moreover, clearly Lf = R(1, T )f whenever f ∈ X. This immediately gives

Tu ∈ X if and only if u ∈ D(T ). (6.42)

In fact, as u ∈ D(T) ⊂ X, Tu ∈ X if and only if L−1u ∈ X which by (6.41),
can happen if and only if u ∈ D(T ), as L is one-to-one.

Similarly, we find that for f ∈ D(B) we have

Bf = Bf. (6.43)

From the assumption on B, if f ∈ D(B), then f+ and f− are both in D(B)+
and we can choose the defining sequences f ′

n = f+ and f ′′
n = f− for any n ∈ N

so that

Bf = Bf− − Bf+ = sup
n∈N

Bf ′
n − sup

n∈N

Bf ′′
n = Bf+ −Bf− = Bf.

The central theorem of this section reads:

Theorem 6.20. If (T,D(T )) and (B,D(B)) are operators in X such that
(T,D(T )) generates a substochastic semigroup (GT (t))t≥0 on X, D(B) ⊃
D(T ), Bu ≥ 0 for u ∈ D(B)+, assumptions (6.34) and (6.35) are satisfied
and ∫

Ω

(Tu + Bu) dµ ≤ 0, (6.44)

for all u ∈ D(T )+, then the extension K of A + B, that generates a sub-
stochastic semigroup on X by Corollary 5.17, is given by

Ku = Tu + Bu, (6.45)

with

D(K) = {u ∈ D(T)∩D(B) : Tu+Bu ∈ X, and lim
n→+∞

||(LB)nu|| = 0}. (6.46)

Proof. Let us assume that u ∈ D(K). Then we have

f = (I −K)u ∈ X, (6.47)
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and so Lf = (I − T )−1f ∈ D(T ) ⊆ D(B) which implies, by (6.43), that
BLf = BLf . Consequently, from (6.6) we obtain

u =
∞∑

k=0

L(BL)kf. (6.48)

For any given f ∈ X and arbitrary n ∈ N we define

gn =
n∑

k=0

(BL)kf, (6.49)

and
un = Lgn. (6.50)

By (6.6), (un)n∈N converges to u in X. (Note that in general u /∈ D(T ).)
However, for positive f we can consider limits of both sequences (un)n∈N and
(gn)n∈N in the sense of monotonic convergence almost everywhere, as L and
B are positive operators. We have u = supn∈N un ∈ X+ by closedness of the
positive cone, Proposition 2.73. Denoting the limit of (gn)n∈N by g, we see
that X+ ∋ u = supn∈N un = supn∈N Lgn ∈ X+ so that

Lg = u,

thus g ∈ F+ and consequently u ∈ D(T)+ with

Tu = u− L−1u = u− L−1Lg = u− g. (6.51)

Because gn ∈ X for any n, by (6.41) we obtain un ∈ D(T )+ ⊆ D(B)+ so that
by (6.43),

Bun = BLgn =
n∑

k=0

(BL)k+1f = gn+1 − f.

Because supn∈N gn = g ∈ F+ with g being finite almost everywhere, by Lemma
6.17, and because f ∈ X is also finite almost everywhere, we have

sup
n∈N

Bun = g − f < +∞

almost everywhere. Thus, u = supn∈N un ∈ D(B)+ and

Bu = g − f. (6.52)

This shows that u ∈ D(T) ∩D(B) and, by (6.47), (6.51), and (6.52),

Ku = u− f = g + Tu− g + Bu = Tu + Bu.

Because f ∈ X and g ∈ F, by (6.52) we have Bu ∈ F (in fact, in F+ as u is
positive) and therefore we can operate with L on both sides of (6.52), getting

LBu = u− Lf
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by (6.51). Thus, we see that because u ∈ D(B) by (6.52) and Lf ∈ D(T ) (as
f ∈ X), the left-hand side is in D(B) and we can calculate

BLBu = Bu− BLf = g − f − BLf = g − g1.

Now, because Lf ∈ D(T ) ⊂ D(B), BLf = BLf ∈ X ⊂ F and we find

(LB)2u = u− Lf − LBLf = u− u1,

and again, by BLf ∈ X, we have LBLf ∈ D(T ), so that each term on the
right-hand side is in D(B). We now make the assumption: for some n

B(LB)nu = g − gn ∈ F (6.53)

and
(LB)n+1u = u− un ∈ X. (6.54)

In the latter, as before, u ∈ D(B) and un ∈ D(T ) ⊂ D(B), so that operating
with B we get by (6.52), (6.49), and (6.50),

B(LB)n+1u = Bu− Bun = g − f −
n∑

k=0

(BL)k+1f = g − gn+1

and, as above, g ∈ F+ and gn+1 ∈ X, so that the left-hand side is in F.
Operating with L, we obtain by (6.51) and (6.50),

(LB)n+1u = Lg − Lgn+1 = u− un+1,

where u ∈ D(B) and un+1 ∈ D(T ). Thus, (6.53) and (6.54) are proved for any
n ∈ N. Moreover, as limn→+∞ un = u in X, we see that

lim
n→+∞

‖(LB)nu‖ = 0. (6.55)

We recall that all these calculations were carried out under the assumption
g ≥ 0, that is, for u ∈ R(1, T )X+. However, splitting u = ū+ − ū− as in
Remark 6.6, we obtain that the statement is valid for any u ∈ D(K).

Conversely, suppose that u ∈ D(T)∩D(B), Tu+Bu ∈ X, and (6.55) holds.
Define f = u − Tu − Bu ∈ X and note that u − Tu ∈ F so that Bu ∈ F and
therefore by, (6.40),

R(1, T )f = L(u− Tu− Bu) = L(u− Tu)− LBu

= L(u− u + L−1u)− LBu = u− LBu.

Because u ∈ D(B) by assumption, and R(1, T )f ∈ D(T ) ⊂ D(B), we have
LBu ∈ D(B) and hence

BR(1, T )f = Bu− BLBu.
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As we observed before, Bu ∈ F, so that BLBu ∈ F as well, because BR(1, T )f ∈
X ⊂ F. Thus, we can operate with L, getting

R(1, T )BR(1, T )f = LBu− (LB)2u,

where, as before, LBu ∈ D(B), R(1, T )BR(1, T )f ∈ D(T ) ⊂ D(B), hence
(LB)2u ∈ D(B). Thus, we can adopt the induction assumptions: (LB)ku ∈
D(B) for k ≤ n,

R(1, T )(BR(1, T ))n−1f = (LB)n−1u− (LB)nu, (6.56)

and B(LB)ku ∈ F for k ≤ n− 1 with

(BR(1, T ))n−1f = B(LB)n−2u− B(LB)n−1u.

Applying B to (6.56) we obtain

(BR(1, T ))nf = B(LB)n−1u− B(LB)nu,

where, by assumption, B(LB)n−1u ∈ F and because (BR(1, T ))nf ∈ X ⊂ F,
we obtain that B(LB)nu ∈ F. Next, applying L to the last equation, we obtain

R(1, T )(BR(1, T ))nf = (LB)nu− (LB)n+1u,

where, by the same argument as before, we show that (LB)n+1u ∈ D(B).
Now, using (6.56) we easily find

n∑
k=0

R(1, T )(BR(1, T ))nf = u− (LB)n+1u;

thus, by assumption

∞∑
k=0

R(1, T )(BR(1, T ))nf = u

and u = R(1,K)f ∈ D(K) by (6.6). ⊓⊔

Remark 6.21. The construction (6.48)–(6.50) used in the proof allows a certain
refinement of the decomposition introduced in Remark 6.6. In fact, here any
u ∈ D(K) can be written as

u = ū+ − ū−,

where D(K)+ ∋ ū± = R(1,K)g±, g± ∈ X+ and there exist elements f̄± ∈ F+

such that ū± = Lf̄±. This decomposition is often used in the sequel.

Now we are ready to present a general theorem giving sufficient conditions for
the honesty of (GK(t))t≥0.
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Theorem 6.22. If for any g ∈ F+ such that −g+BLg ∈ X, and c(Lg) exists,

∫

Ω

Lg dµ +

∫

Ω

(−g + BLg) dµ ≥ −c (Lg) , (6.57)

then K = T + B.

Proof. Our aim is to prove that (6.30) holds for all u ∈ R(1,K)X+. Thus,
let u = (I − K)−1f , f ∈ X+, and let g be the monotonic limit of gn, de-
fined by (6.49). Because Ku = u − f , where u = Lg and Bun = BLgn =∑n

k=0(BL)k+1f = −f + gn+1, we have Bu = g − f and we can write

Ku = Lg − g + BLg. (6.58)

For such g, Lg = u ∈ D(K) is integrable and thus −g+BLg is also integrable.
Moreover, c(Lg) = c(u) exists by Theorem 6.8. Thus, if (6.57) holds for any g
satisfying the assumption of the theorem, then it holds for all functions g that
satisfy u = Lg and by (6.58) we obtain that (6.30) is valid for u ∈ R(1,K)X+

which, by Corollary 6.14, gives K = T + B. ⊓⊔

Next we prove a theorem giving a sufficient condition for (GK(t))t≥0 to
be dishonest. The idea is to find a nonnegative element u ∈ D(K) for which

∫

Ω

Kudµ < −c(u), (6.59)

which is equivalent to the dishonesty of (GK(t))t≥0 by Corollary 6.14. How-
ever, as before, we do not know K so we work with the extensions of the
involved operators introduced at the beginning of this section.

Theorem 6.23. If there exists u ∈ D(K)+ ∩X such that for some λ > 0

(i) [Lλ(λI − T )u](x) = u(x), a.e.,
(ii) λu(x)− [Ku](x) = g(x) ≥ 0, a.e.,
(iii) c(u) is finite and ∫

Ω

Ku dµ < −c(u), (6.60)

then the semigroup (GK(t))t≥0 is not honest.

Proof. We prove that there exists a nonnegative ug ∈ D(K) satisfying (6.59).
From (ii) we have

λu(x)− [T u](x)− [Bu](x) = g(x),

where, by the definitions of the operators and the domains, each term is a
measurable function that is finite almost everywhere and g ∈ X+. By (i) we
obtain
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u(x)− [LλBu](x) = [Lλg](x) = [R(λ, T )g](x), (6.61)

where we used the fact that on X the operators Lλ and R(λ, T ) coincide.
From (6.61) we obtain in particular that LλBu ∈ X; thus we can operate
with LλB on both sides of (6.61), separate terms on the left-hand side, and,
using BR(λ, T ) = BR(λ, T ), we get

[LλBu](x)− [(LλB)2u](x) = [R(λ, T )BR(λ, T )g](x). (6.62)

Repeating this procedure for arbitrary n and summing up the iterates we
obtain

u(x)− [(LλB)n+1u](x) =
n∑

i=0

[R(λ, T )(BR(λ, T ))ig](x).

From Theorem 5.2 we obtain that the right-hand side converges in norm to a
positive element ug = (λI−K)−1 ∈ D(K). Therefore the sequence of iterates
also converges to a nonnegative element h ∈ X, thus

u− h = (λI −K)−1g

and, using (ii) and the fact that λI −K|D(K) = λI −K,

(λI −K)(u− h) = g − (λI −K)h = g,

and hence (λI −K)h = 0. Therefore

∫

Ω

Kug dµ =

∫

Ω

Ku dµ−
∫

Ω

Kh dµ =

∫

Ω

Ku dµ− λ

∫

Ω

h dµ

≤
∫

Ω

Ku dµ < −c(u) ≤ −c(ug),

where we used the fact that c is a positive linear functional so that 0 ≤ c(h) =
c(u− ug) = c(u)− c(ug). ⊓⊔
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Applications to Birth-and-death Problems

7.1 Preliminaries

Birth-and-death type problems were discussed in detail in the Introduction
and were used to illustrate various situations that can occur in the framework
of substochastic semigroup theory.

Let us briefly recall that we consider a countable system of objects labelled
by the states n ∈ N. The state of the system is described by a vector u =
(u0, u1, . . . , un, . . .), where un is the number of objects in the state n. Note,
that in probabilistic interpretation, un is the probability of finding an object
in the state n so that the coordinates of u add up to 1. Any object in the
system can change its state by some mechanism and, in the simplest case
discussed here, the only possible events are changing the state n either to
the state n + 1, or to the state n − 1. We assume that the rates of change
are given and are denoted by dn and bn for changes n → n − 1 and n →
n+ 1, respectively. In general, we can also include a mechanism that changes
a number of objects at the state n by, for example, removing them from the
environment or, otherwise, introducing them. The rate of this mechanism is
denoted by c = (cn)n∈N.

Standard modelling procedure by balancing gain and loss of objects at
each level yields

u′
0 = −a0u0 + d1u1,

...

u′
n = −anun + dn+1un+1 + bn−1un−1,

... (7.1)

where cn = bn + dn − an.
The classical application of this system comes from population theory,

where it is a particular case of a Kolmogorov system; in this case un is the
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probability that the described population consists of n individuals and its
state can change by either the death or birth of an individual thus moving the
population to the state n−1 or n+1, respectively, hence the name birth-and-
death system. The classical birth-and-death system is formally conservative;
this is equivalent to an = dn +bn. However, recently a number of other impor-
tant applications have emerged. For example, [107, 155], we can consider an
ensemble of cancer cells structured by the number of copies of a drug-resistant
gene they contain. Here, the number of cells with n copies of the gene can
change due to mutations, but the cells also undergo division without changing
the number of genes in their offspring which is modelled by a nonzero vector
c. Finally, system (7.1) can be thought of as a simplified kinetic system con-
sisting of particles labelled by internal energy n and interacting inelastically
with the surrounding matter where in each interaction they can either gain
or lose a unit (quantum) of energy. Some particles can decay without a trace
or be removed from the system leading again to a nonzero c.

The most common setting for birth-and-death problems is the space l1.
Here we extend it to other lp spaces to demonstrate the applicability of The-
orem 5.2. The existence results of this section for p > 1 can also be proved
using Proposition 5.5; see [45].

7.2 Existence Results

Let us recall that the boldface letters denote sequences, for example, u =
(u0, u1, . . .). We assume that the sequences d, b, and a are nonnegative with
b−1 = d0.

By K we denote the matrix of coefficients of the right-hand side of (7.1)
and, without causing any misunderstanding, the formal operator in the space
l of all sequences, acting as (Ku)n = bn−1un−1 − anun + dn+1un+1. In the
same way, we define A and B as (Au)n = −anun and (Bu)n = bn−1un−1 +
dn+1un+1, respectively. By Kp we denote the maximal realization of K in lp,
p ∈ [1,∞); that is,

Kpu = Ku

on
D(Kp) = {u ∈ lp; Ku ∈ lp}. (7.2)

Lemma 7.1. The maximal operator Kp is closed for any p ∈ [1,∞).

Proof. Let u(n) → u and Kpu
(n) → v in lp as n → ∞. From this it follows

that for any k, u
(n)
k → uk and, from the definition of Kp, vk = bk−1uk−1 +

akuk + dk+1uk+1; that is, Kpu = v. ⊓⊔
Next, define the operator Ap by restricting A to

D(Ap) = {u ∈ lp; Au ∈ lp} = {u ∈ lp;
∞∑

n=0
ap

n|un|p < +∞}.
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Lemma 7.2. (Ap, D(Ap)) generates a semigroup of contractions in lp.

Proof. Ap is densely defined with the resolvent R(λ,Ap) for λ > 0 given by

(R(λ,Ap)y)n =
yn

λ + an

(recall an ≥ 0). Thus,

‖ApR(λ,Ap)y‖p
p =

∞∑

n=0

ap
n

(λ + an)p
|yn|p ≤

∞∑

n=0

|yn|p

and

‖R(λ,Ap)y‖p
p =

∞∑

n=0

1

(λ + an)p
|yn|p ≤

1

λp
‖y‖p

p,

so the lemma follows by the Hille–Yosida theorem. ⊓⊔

Theorem 7.3. Assume that sequences b and d are nondecreasing and there
is α ∈ [0, 1] such that for all n,

0 ≤ bn ≤ αan, 0 ≤ dn+1 ≤ (1− α)an. (7.3)

Then there is an extension Kp of the operator (Ap + Bp, D(Ap)), where
Bp = B|D(Ap), which generates a positive semigroup of contractions in lp,
p ∈ (1,∞).

Proof. The operator Bp is clearly positive; we must show that it maps D(Ap)
into lp. For x ∈ D(Ap) we have by b−1 = d0 = 0,

‖Bpx‖p =
( ∞∑

n=0

∣∣bn−1xn−1 + dn+1xn+1

∣∣p
)1/p

≤
( ∞∑

n=0

bp
n−1

∣∣xn−1

∣∣p
)1/p

+
( ∞∑

n=0

dp
n+1

∣∣xn+1|p
)1/p

=
( ∞∑

n=0

bp
n

∣∣xn

∣∣p
)1/p

+
( ∞∑

n=0

dp
n

∣∣xn|p
)1/p

.

By monotonicity of d we have dn ≤ dn+1 so that by (7.3) we obtain

‖Bpx‖p ≤
( ∞∑

n=0

ap
n |xn|p

)1/p

= ‖Apx‖p.

Thus, BpD(Ap) ⊂ lp. Moreover, because −Ap is a positive operator, by Re-
mark 5.3, we see that assumptions (A2)–(A3) of Theorem 5.2 are satisfied.

To prove (A4) we take x ∈ D(Ap)+ and the corresponding element x̃ =
(x̃n)n∈N ,
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x̃n =

{
0 if xn = 0,
xp−1

n if xn �= 0.

Then x̃ ∈ lq, where 1/p + 1/q = 1. For simplicity we assume xn �= 0 for any
n ∈ N. From (7.3) we have an ≥ (bn + dn+1), so that

<Kpx , x̃>=
∞∑

n=0

(Kpx)nx
p−1
n

= −
∞∑

n=0

anx
p
n +

∞∑

n=0

bn−1xn−1x
p−1
n +

∞∑

n=0

dn+1xn+1x
p−1
n

≤ −
∞∑

n=0

bnx
p
n −

∞∑

n=0

dn+1x
p
n +

∞∑

n=0

bn−1xn−1x
p−1
n +

∞∑

n=0

dn+1xn+1x
p−1
n ,

where the calculations above are justified by the convergence of all series (see,
e.g., [45]). Thus, by the Hölder inequality we obtain

<Kpx , x̃> ≤
( ∞∑

n=0

bnx
p
n

)1/p( ∞∑

n=0

bnx
p
n+1

)1/q

−
∞∑

n=0

bnx
p
n

+
( ∞∑

n=0

dnx
p
n

)1/p( ∞∑

n=0

dn+1x
p
n

)1/q

−
∞∑

n=0

dn+1x
p
n,

and, using bn ≤ bn+1 and dn ≤ dn+1, we obtain <Kpx , x̃>≤ 0. ⊓⊔
Corollary 7.4. Let p ∈ (1,∞). Then Kp = Ap + Bp.

Proof. As in Lemma 7.1, we can prove that B is closed and thus Bp is closable.
Hence the statement follows from Theorem 4.12. Alternatively, the statement
follows directly from Remark 5.6. ⊓⊔
Corollary 7.5. Let p = 1. Assume that sequences b and d are nonnegative
and

an ≥ (bn + dn). (7.4)

Then there is an extension K1 of the operator (A1 +B1, D(A1)), where B1 =
B|D(A1), which generates a positive semigroup of contractions in l1.

Proof. We have

D(A1) = {u ∈ l1;
∞∑

n=0
an|un| < +∞}

and, from (7.4), 0 ≤ bn ≤ an and 0 ≤ dn ≤ an for n ∈ N. Hence, A1 is well
defined and condition (6.4) takes the form

∞∑
n=0

((A1 + B1)u)n = −
∞∑

n=0
anun +

∞∑
n=0

bn−1un−1 +
∞∑

n=0
dn+1un+1

= −
∞∑

n=0
anun +

∞∑
n=0

bnun +
∞∑

n=0
dnun ≤ 0,

where we used the convention b−1 = d0 = 0. ⊓⊔
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Remark 7.6. There is a difference in conditions ensuring dissipativity in lp for
p > 1 and in l1. In the first case we require an ≥ (bn+dn+1), and in the second
an ≥ (bn +dn). Because (dn)n∈N is assumed to be increasing, the condition for
p > 1 is stronger. However, if for p > 1 the coefficient an satisfies the condition
for l1, we can redefine ãn = an − dn + dn+1 so that ãn satisfies the proper lp-
condition. Now, if −dn+1+dn is bounded (e.g., for affine coefficients), then the
existence of the semigroup with the original coefficients can be established by
the Bounded Perturbation Theorem. The resulting semigroup, however, may
be not contractive.

Theorem 7.7. For any p ∈ [1,∞) we have Kp ⊂ Kp.

Proof. First we note that if ur → u as r → 1 in lp, then for any n,

lim
r→1

((I −Kp)u
r)n = lim

r→1
(ur

n + anu
r
n − bn−1u

r
n−1 − dn+1u

r
n+1)

= un + anun − bn−1un−1 − dn+1un+1

= ((I −Kp)u)n. (7.5)

Denote ur = R(1, A + rB)f for f ∈ lp. We know that ur → R(1,Kp)f as
r → 1. Because R(1, A + rB) is the resolvent of (A + rB,D(A)) which is a
restriction of the maximal realization of A+ rB, we have

((I −Kp)u
r)n = ur

n + anu
r
n − rbn−1u

r
n−1 − rdn+1u

r
n+1

−(1− r)(bn−1u
r
n−1 + dn+1u

r
n+1)

= fn − (1− r)(bn−1u
r
n−1 + dn+1u

r
n+1).

Because n is fixed; we see that the last term tends to zero and by (7.5) we
obtain ((I −Kp)u)n = fn; that is,

(I −Kp)R(1,Kp)f = f .

⊓⊔

7.3 Birth-and-death Problem – Preliminary Results

We now focus on the classical conservative birth-and-death problem in X = l1,
that is, we put an = (bn + dn). Also, for simplicity, we drop the subscript
p (= 1) from the notation.

This problem has a long history and it appears that the term honesty was
coined by Reuter and Lederman while investigating it. We briefly summarize
their results which are relevant here.

The solvability results that appeared in [144] referred to a more general
Kolmogorov equation; that is, in the system (7.1) the right-hand side is the
full infinite matrix. This corresponds to the case when an individual changing
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state can move to any other state and not only to the two neighbouring ones, as
in the birth-and-death problem. The idea of the method is to approximate the
solution of (7.1) by a sequence of solutions of cut-off problems of a similar form.
Here we reformulate the method of [144] for solving Kolmogorov equations,
in the language of the theory of semigroups. A more general analysis of this
problem, which also includes a spatial dependence of coefficients, can be found
in [36]. We use a version of this approach to provide an alternative proof of
solvability of a pure fragmentation equation in Subsection 8.3.2.

Thus, for a sequence u ∈ X we introduce the projection operators

Pnu =

{
ui if 0 ≤ i ≤ n,
0 if i > n,

(7.6)

define An = APn = PnA = PnAPn, Bn = PnBPn, and consider the system
of ordinary differential equations in Rn,

u′
n = Anun + Bnun. (7.7)

The operator on the right-hand side generates a uniformly continuous pos-
itive semigroup of contractions on Rn, denoted by (Gn(t))t≥0. The family
(Gn(t))t≥0 can be extended to a uniformly continuous family of operators de-
fined on the whole of X by Ḡn(t) = PnGn(t)Pn. Note that (Ḡn(t))t≥0 is no
longer a semigroup.

Theorem 7.8. (a) There is a positive C0-semigroup of contractions (G(t))t≥0

such that, for u0 ∈ X and t ≥ 0,

G(t)u0 = lim
n→∞

Ḡn(t)u0,

and the generator K ′ of (G(t))t≥0 is an extension of (A + B,D(A)).
(b) If t→ v(t) = (v1(t), v2(t) . . .) is a sequence of functions such that for any

k, t → vk(t) is integrable on any bounded subset of R+ and satisfies, for
almost all t and any k:

vk(t) = uk,0 +

t∫

0

(−(bk + dk)vk(s) + bk−1vk−1(s) + dk+1vk+1(s)) ds,

(7.8)
then for all t ≥ 0 and all k ∈ N,

vk(t) ≥ (G(t)u0)k. (7.9)

(c) For any u0 ∈ X, u(t) = G(t)u0 satisfies the equation (7.8) for any t ≥ 0
and every k.

Investigation of the conservativity of solutions was reduced, [144, The-
orems 6 and 7], and also, [59, 146], to the analysis of summability of the
expression wn,n0

= w̄n,n0
+ w̃n,n0

, where
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w̄n,n0 =
1

bn
+

dn

bnbn−1
+ · · ·+ dn · · · dn0+1

bn · · · bn0

(7.10)

w̃n,n0 =
dn · · · dn0

bn · · · bn0

. (7.11)

Theorem 7.9. Let us denote by un0
(t) the solution corresponding to the ini-

tial condition un0
defined by un,n0

= δn,n0
(Kronecker’s delta).

(a) If
∞∑

n=n0

wn,n0
=∞, (7.12)

then
∑∞

n=0un,n0(t) = 1 for all t ≥ 0.
(b) If

∞∑
n=n0

wn,n0
<∞ and dn+1wn,n0

= O(1), (7.13)

then
∑∞

n=0un,n0
(t) < 1 for some t > 0.

7.4 Birth-and-death Problem – Substochastic Semigroup
Approach

Let us now look at the birth-and-death problem from the point of view of the
theory of substochastic semigroups. Clearly, all the assumptions of Corollary
7.5 are satisfied and thus we have the existence of a positive semigroup of con-
tractions (GK(t))t≥0 which is generated by an extension K of (A+B,D(A)).
At this moment we do not know whether this semigroup coincides with the
semigroup constructed in Theorem 7.8. Note that Proposition 5.9 cannot be
used here because in Eq. (7.7) both A and B are approximated.

Proposition 7.10. If (GK(t))t≥0 is the semigroup constructed by Kato’s
method, Theorem 5.2, and (G(t))t≥0 is the semigroup constructed by the
Reuter–Lederman method, then for all u ∈ X and all t ≥ 0,

GK(t)u = G(t)u. (7.14)

Proof. By Proposition 5.7 we have

GK(t)u ≤ G(t)u,

for u ≥ 0. On the other hand, by Theorem 7.7, K is a restriction of the
maximal operator, so that u(t) = GK(t)u0 satisfies the system coordinatewise
and thus Theorem 7.8(b) shows that

GK(t)u ≥ G(t)u

for u ≥ 0. Thus, G(t)u = GK(t)u on the positive cone, and the equality can
be extended onto X. ⊓⊔
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We now find whether the constructed semigroup is honest (conservative)
or dishonest by means of the extension techniques of Section 6.3. In the case
of matrix operators it is particularly easy to give explicit descriptions of the
extended operators and related spaces. Let us recall that we denoted by l the
space of all sequences. Thus l = Ef � E as, according to the definition, E

can contain sequences with an arbitrary number of infinite entries whereas Ef

cannot contain any such entries because sets of measure zero with respect to
the counting measure are empty. Thus, for example,

Lu =

(
un

1 + bn + dn

)

n∈N

on F = {u ∈ l; Lu ∈ l1}, Au = ((bn + dn)un)n∈N on D(A) = LF, and
similarly for the other operators and spaces introduced in Section 6.3. In
particular, in this setting, Theorem 7.7 follows directly from Theorem 6.20
and, in particular, from (6.45). Recall that by K we denoted the matrix of
coefficients and, at the same time, the formal operator acting on l given by
multiplication by K. It is easy to see that the maximal operator K1 (see (7.2))
is precisely

K1 = K = A + B. (7.15)

Note too that for u ∈ D(K), the integral
∫

Ω
Kudµ, which plays an essential

role in a number of theorems (e.g., Theorems 6.13, 6.23, and Corollary 6.14),
is given here by

∞∑
n=0

(−(bn + dn)un + bn−1un−1 + dn+1un+1)

= lim
n→+∞

n∑
k=0

(−(bk + dk)uk + bk−1uk−1 + dk+1uk+1)

= lim
n→+∞

(−bnun + dn+1un+1), (7.16)

where the limit exists as u ∈ D(K) yields the convergence of the series.
In the theorems concerning honesty and maximality we assume, to avoid

technicalities, that bn > 0 for n ≥ 0 and dn > 0 for n ≥ 1.

Theorem 7.11. K = A + B if and only if

∞∑
n=0

1

bn

⎛
⎝ ∞∑

i=0

i∏

j=1

dn+j

bn+j

⎞
⎠ = +∞ (7.17)

(where we put
∏0

j=1 = 1).

Proof. To prove honesty, we use Corollary 6.14 and Theorem 6.22. Thus, by
(7.16) it suffices to prove that for any u ∈ D(K)+

lim
n→+∞

(−bnun + dn+1un+1) ≥ 0,
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where we know that the sequence above converges. Then assume, to the con-
trary, that for some 0 ≤ u ∈ D(K), the limit in (7.16) is negative so that there
exists b > 0 such that

−bnun + dn+1un+1 ≤ −b (7.18)

for all n ≥ n0 with large enough n0. We can easily modify u so that all the
terms of the sequence above are less than or equal to −b. This can be done, for
example, by putting uk = b−1

k (b + dk+1uk+1) for 0 ≤ k ≤ n0 − 1 and leaving
uk with k ≥ n0 unchanged. Clearly such a redefined u satisfies 0 ≤ u ∈ D(K).

Starting from (7.18) we get for n ≥ 0

un ≥
b

bn
+

dn+1

bn
un+1

and, by induction, for arbitrary k

un ≥ b

(
1

bn
+

dn+1

bnbn+1
+ · · ·+ dn+1 . . . dn+k

bnbn+1 . . . bn+k

)
+

dn+1 . . . dn+k+1

bn . . . bn+k
un+k+1

≥ b

bn

⎛
⎝ k∑

i=0

i∏

j=1

dn+j

bn+j

⎞
⎠ .

Because k is arbitrary, we obtain

un ≥
b

bn

⎛
⎝ ∞∑

i=0

i∏

j=1

dn+j

bn+j

⎞
⎠

and, if the assumption (7.17) is satisfied, we obtain
∑∞

n=0un = +∞ which
contradicts the assumption of the summability of (un)n∈N.

The proof of necessity is an application of Theorem 6.23. Thus, let us
assume that the series in (7.17) is convergent and rewrite it as

∞∑
n=0

1

bn

⎛
⎝ ∞∑

i=0

i∏

j=1

dn+j

bn+j

⎞
⎠ (7.19)

=

(
1

b0
+

d1

b0b1
+

d1d2

b0b1b2
+ · · ·

)
+ · · ·+

(
1

bl
+

dl+1

blbl+1
+

dl+1dl+2

blbl+1bl+2
+ · · ·

)
+· · ·

=
1

b0

(
1 +

d1

b1
+

d1d2

b1b2
+

d1d2d3

b1b2b3
+ · · ·

)
+ · · ·

+
1

b0

b0b1 · . . . · bl−1

d1 · . . . · dl

(
d1 · . . . · dl

b1 · . . . · bl
+ . . .

)
+ . . . =

1

b0

∞∑
l=0

l−1∏

i=0

bi

di+1

⎛
⎝∞∑

r=l

r∏

j=1

dj

bj

⎞
⎠ .

Let us construct u such that for n ≥ 0 and some b > 0,
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−b = −bnun + dn+1un+1

so that assumption (iii) of Theorem 6.23 is satisfied by (7.16). The formula for
the solution of the nonhomogeneous difference equation (e.g., [77, Eq. (1.2.4)])
gives for n ≥ 1,

un =
n−1∏

i=0

bi

di+1

(
u0 −

b

b0

n−1∑
l=0

l∏

i=1

di

bi

)
. (7.20)

From the assumption we have, in particular, that the series
∑∞

l=0

∏l
i=1 di/bi

is convergent as the internal series of a convergent double series of positive
elements. Moreover, this series converges monotonically so if we define

u0 =
b

b0

∞∑
l=0

l∏

i=1

di

bi
,

then the defined un are nonnegative and are given by the formula

un =
b

b0

n−1∏

i=0

bi

di+1

(
∞∑

l=n

l∏

i=1

di

bi

)
.

By (7.19) and (7.17) we obtain that
∑∞

n=0un < ∞ and by construction,
Au+Bu ∈ l1, so that u ∈ D(K). We must show that g = u− (Au+Bu) ≥ 0.
By direct calculations, we obtain g0 = u0+b0u0−d1u1 = u0+b and for n > 0,

gn = un + bnun + dnun − bn−1un−1 − dn+1un+1 = un,

so that 0 ≤ g ∈ l1. It is obvious that assumption (i) of Theorem 6.23 is
satisfied. ⊓⊔

Next we relate this result to the conditions of [144], Theorem 7.9.

Proposition 7.12. Condition (7.17) is equivalent to (7.12) for some (any)
n0 ≥ 0. Thus the sufficient condition for conservativity of the solution from
[144] is also necessary.

Proof. Let us denote the inner sum appearing in (7.17) by

Wn =
∞∑

r=0
an,r,

where

an,r =

⎧
⎪⎨
⎪⎩

1
bn

for r = 0,

dn+1·...·dn+r

bnbn+1·...·bn+r
for r > 0.

Next, w̄n,n0
of (7.10) can be written as
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w̄n,n0
=

n−n0∑
s=0

bn,s

with

bn,s =

{
1
bn

for s = 0
dn·...·dn−s+1

bn·...·bn−s
for s > 0;

thus, changing the variable n according to n = s + l (l is the new variable),
we obtain for s > 0

bn,s = bl+s,s =
ds+l · . . . · dl+1

bs+l · . . . · bl
= al,s,

and for s = 0

bn,0 =
1

bl
= al,0.

Therefore, for any n0

∞∑
n=n0

w̄n,n0 =
∞∑

n=n0

n−n0∑
s=0

bn,s =
∞∑

s=0

∞∑
n=n0+s

bn,s =
∞∑

s=0

∞∑
l=n0

bl+s,s =
∞∑

s=0

∞∑
l=n0

al,s

=
∞∑

l=n0

∞∑
s=0

al,s =
∞∑

l=n0

Wl. (7.21)

Let us fix arbitrary n0. If (7.17) is satisfied, then either
∑∞

l=n0
Wl =∞ or, for

some 0 ≤ k ≤ n0 − 1,

Ak :=
∞∑

l=k

l∏

i=k+1

di

bi
= +∞. (7.22)

Let m > k. Then

Ak = 1 +
m−1∑
l=k

l∏

i=k+1

di

bi
+ Am

m∏

i=k+1

di

bi

so that Ak and Am are simultaneously either convergent or divergent for
any pair k,m. Using this result together with (7.21) we see that the Reuter–
Lederman condition (7.12) is satisfied for any n0.

Conversely, if the Reuter–Lederman condition is satisfied even for some
n0, then either

∑∞
n=n0

w̄n,n0 = +∞ or
∑∞

n=n0
w̃n,n0 = An0 = ∞. This yields

(7.17). ⊓⊔

Remark 7.13. In [8, Chapter 3, Theorem 2.2] condition (7.17) appears in a
different context: as the necessary and sufficient condition for the minimal
solution to the backward equation to be its unique solution. The link between
this statement and the conservativity (honesty) of solutions to the forward
equation is not explicitly indicated. However, as the matrices of the coeffi-
cients of forward and backward equations are (at least formally) transpose to
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each other, such a link can be established on the basis of the results relat-
ing conservativity of solutions to substochastic semigroups and the structure
of the point spectrum of the adjoint problem as given in Theorem 4.3 and
Corollary 6.15.

7.4.1 Universality of Dishonesty

Let us recall that for a semigroup to be dishonest, by negating the honesty
as defined in Definition 6.4, it is sufficient that the conservation law does not
hold along a part of a single trajectory. Thus, in principle, there might be
trajectories along which the conservation law is valid; see Remark 6.16. We
conclude this section by showing that for the birth-and-death problem this
is impossible so the dishonesty of the process is universal. In other words,
if it happens at all, it must happen for all initial conditions. This could be
deduced by combining Theorem 7.9 with Proposition 7.12 but we present
another proof, based on [42], which demonstrates applicability of Theorem
4.3.

Theorem 7.14. If (GK(t))t≥0 is dishonest, that is, if

∞∑
n=0

1

bn

⎛
⎝ ∞∑

i=0

i∏

j=1

dn+j

bn+j

⎞
⎠ < +∞, (7.23)

then for each u0 ∈ X+ there is t0 ≥ 0 such that ‖GK(t)u0‖ < ‖u0‖ for all
t > t0.

Proof. By Theorem 6.11, (GK(t))t≥0 is dishonest if and only if the functional
βλ, defined in Theorem 6.8, is not identically zero. Again by Theorem 6.11,
the defect function along the trajectory originating at u0, which in our case
is given by ηu0

(t) = ‖GK(t)u0‖ − ‖u0‖, is related to βλ by

∞∫

0

e−λtηf (t)dt = − 1

λ
<βλ, f>,

and we see that in order for dishonesty to be universal it is necessary and
sufficient that <βλ, f> �= 0 for any f ∈ X+. Because here X∗ can be identified
with l∞, βλ = (βn)n∈N with βn ≥ 0 and supn∈N βn < ∞, we see that for
universality of dishonesty we must have βn > 0 for any n ≥ 0.

To show this, we note that by (6.33) the functional βλ is an eigenvector
of (BR(λ,A))∗. As the value of λ is inessential, let us put λ = 1 and denote
β1 = β. To find (BR(λ,A))∗, we note that (Bu)n = bn−1un−1 +dn+1un+1 for
n ≥ 0 (remember b−1 = d0 = 0) and (R(1, A)u)n = un/(1 + bn + dn) so that

(BR(1, A)u)n =
dn+1

1 + bn+1 + dn+1
un+1 +

bn−1

1 + bn−1 + dn−1
un−1.
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Thus, for (φn)n∈N ∈ l∞,

<φ,BR(1, A)u>

=
d1

1 + b1 + d1
u1φ0 +

∞∑
n=1

(
dn+1

1 + bn+1 + dn+1
un+1 +

bn−1

1 + bn−1 + dn−1
un−1

)
φn

=
b0

1 + b0
u0φ1 +

∞∑
n=1

(
dn

1 + dn + bn
φn−1 +

bn

1 + dn + bn
φn+1

)
un,

where the change of order of summation is obvious for positive u and φ, and
then by linearity for arbitrary ones. Thus (6.33) takes the form

b0
1 + b0

φ1 = φ0,

... ,

dn

1 + bn + dn
φn−1 +

bn

1 + bn + dn
φn+1 = φn,

... ,

and because b0/(1+ b0) < 1, we have φ1 > φ0. Rearranging the nth equation,
we get

φn+1 =
1 + bn + dn

bn

(
φn −

dn

1 + bn + dn
φn−1

)

=
1 + bn + dn

bn
φn −

dn

bn
φn−1 =

(
1 +

1

bn

)
φn +

dn

bn
(φn − φn−1).

Thus, φn+1 > φn, whenever φn ≥ φn−1 and because we have φ1 > φ0 > 0,
we obtain by induction that φn > 0 for all n ∈ N. Because β = (β0, β1, . . .)
must be among nonnegative solutions, we see that also βn > 0 for all n ≥ 0
and therefore <β, f>> 0 for any 0 �= f ∈ X+. The theorem then follows from
Proposition 6.10. ⊓⊔

7.5 Maximality of the Generator

We begin with a simple observation that is the basis of our considerations. Let
us recall that the relation between the generator K and its extensions K and
K is given in (7.15). In particular, the extension K is the maximal operator.

Proposition 7.15. If (GK(t))t≥0 is a substochastic semigroup generated by
K and for some 0 ≤ h ∈ D(K),

∫

Ω

Khdµ > 0, (7.24)
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then K �= K; that is, the generator is not maximal.
Conversely, assume that if 0 �= u ∈ l solves the formal equation

Ku = λu, λ > 0, (7.25)

then either u ≥ 0 or u ≤ 0, and

∫

Ω

Khdµ = 0, (7.26)

for any h ∈ D(K). Then K = K; that is, the generator is the maximal operator.

Proof. It follows that if h ∈ D(K), then
∫

Ω
Khdµ = 0. Because K ⊂ K, (7.24)

shows that h /∈ D(K).
If K �= K, then by Lemma 3.50 we have N(λI − K)+ �= ∅. Because (7.25)

is linear, then the assumption ascertains the existence of 0 �= h ∈ N(λI−K)+
and for such an h ∫

Ω

Khdµ = λ

∫

Ω

hdµ �= 0, (7.27)

contradicting (7.26). ⊓⊔

To be able to use this result, we prove the following lemma.

Lemma 7.16. Let λ > 0 be fixed. Any solution to (7.25) is either nonnegative
or nonpositive.

Proof. Any solution h to (7.25) satisfies

λh0 = −h0b0 + d1h1,

...

λhn = −hn(bn + dn) + dn+1hn+1 + bn−1hn−1,

... , (7.28)

for some λ > 0. Assume that h0 ≥ 0. Because d1h1 = (λ + b0)h0, we have
h1 ≥ 0 so that

(λ + d1)h1 − b0h0 = λ(h1 + h0) ≥ 0.

For arbitrary k > 1 we have from (7.28),

(λ + dk)hk − bk−1hk−1 =

(
1 +

λ

dk

)
((λ + bk−1 + dk−1)hk−1

−bk−2hk−2)− bk−1hk−1

≥
(

1 +
λ

dk

)
((λ + dk−1)hk−1 − bk−2hk−2),
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so that by induction (λ + dk)hk − bk−1hk−1 ≥ 0 for any k. Thus

hk ≥
bk−1hk−1

λ + dk

and hk ≥ 0. ⊓⊔

Theorem 7.17. K �= K if and only if

∞∑
n=1

1

dn

n−1∏

j=1

bj

dj

⎛
⎝n−1∑

i=0

i∏

j=1

di

bi

⎞
⎠ < +∞, (7.29)

where, as before,
∏0

j=1 = 1.

Proof. By Lemma 7.16 and Proposition 7.15, K �= K if and only if for each
0 ≤ (un)n∈N ∈ l1, such that (−(bn + dn)un + bn−1un−1 + dn+1un+1n)n∈N ∈
l1, we have

I =
∞∑

n=0
(−(bn + dn)un + bn−1un−1 + dn+1un+1) > 0.

As in (7.18) we need to investigate the behaviour of the sequence (rn)n∈N

defined as
rn = −bnun + dn+1un+1, n ≥ 0. (7.30)

Again using the formula for solutions for the first-order difference equation,
[77, Eq. (1.2.4)], we obtain, for n ≥ 1,

un =
1

dn

n−1∑
i=0

⎛
⎝ri

n−1−i∏

j=1

bn−j

dn−j

⎞
⎠+

u0b0
dn

n−1∏

j=1

bj

dj
. (7.31)

Factoring out gn−1 :=
∏n−1

j=1 bj/dj from (7.31), we can rewrite un in the form

un =
gn−1

dn

(
r0 + b0u0 +

n−1∑
i=1

rig
−1
i

)
. (7.32)

If K �= K, then there is a nonnegative (un)n∈N ∈ l1 for which I = limn→∞ rn >
0. Thus the sequence (rn)n∈N is nonnegative (even strictly positive) beginning
from some n′

0. If n′
0 > 0, then we can modify (un)n∈N so that rn > 0 also

for 0 ≤ n ≤ n′
0 − 1. Indeed, first observe that there is n′′

0 ≥ n0 with un′′
0
> 0

(otherwise all un are zero starting from n0 which gives rn = 0 for n ≥ n0).
Taking n0 = max{n′

0, n
′′
0}, we modify (un)n∈N by putting ūn0 = un0 and

0 < ūn0−k <
dn0+1−k

bn0−k
ūn0+1−k

for k = 0, . . . , n0. Denote for a moment the modified sequence (un)n∈N

by (ūn)n∈N and the corresponding sequence (7.30) by (r̄n)n∈N. Because we
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have only changed a finite number of components of the sequence (un)n∈N,
(ūn)n∈N ∈ l1. Furthermore, as only the finite number of elements of (rn)n∈N

was changed, (r̄n)n∈N converges to the same limit so that (ūn)n∈N ∈ D(K).
As there are a finite number of positive r̄n = −bnūn + dn+1ūn+1, their

minimum is positive and

inf(r̄0, . . . , r̄n0−1, rn0
. . .) = r > 0. (7.33)

Thus, we can take a nonnegative sequence (un)n∈N ∈ D(K) with the associated
sequence (rn)n∈N satisfying infn∈N rn = r > 0. Because

∞∑
n=0

un < +∞,

from the nonnegativity we must have

∞∑
n=1

gn−1

dn

(
r0 + b0u0 +

n−1∑
i=1

rig
−1
i

)
<∞. (7.34)

By construction we have rn ≥ r > 0 for n ≥ 0 and b0u0 ≥ 0, therefore

∞ >
∞∑

n=1

gn−1

dn

(
r0 + b0u0 +

n−1∑
i=1

rig
−1
i

)
≥ r

∞∑
n=1

gn−1

dn

(
n−1∑
i=0

g−1
i

)
,

and the series in (7.29) is convergent.
To prove the converse, define un by (7.30) with arbitrary (rn)n∈N converg-

ing to I > 0 (e.g., we may take rn = r for all n for a constant positive r). By
(7.29) (un)n∈N ∈ l1, so that (un)n∈N ∈ D(K) and because I > 0, the thesis
follows by (7.24). ⊓⊔

Remark 7.18. The condition (7.29) is identical to the condition of [8, Chapter
3, Theorem 2.3] for uniqueness of minimal dishonest solutions to the forward
equation. In the present context this result is stronger as it gives uniqueness
among all possible l1 solutions.

7.6 Examples

We provide a few examples showing that all possible cases of relations between
the generator and maximal and minimal operators can be realized.

Proposition 7.19. If both sequences (b−1
n )n∈N, (d

−1
n )n∈N /∈ l1, then K =

A + B = K. In particular, this is true for the standard birth-and-death problem
of population theory where the coefficients are affine functions of n.

Proof. Expanding (7.29) we get, for a fixed n,

1

dn

(
1 +

bn−1

dn−1
+ · · ·+ bn−1 . . . b1

dn−1 . . . d1

)
≥ 1

dn
.
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Similarly, expanding (7.17), we get

1

bn

(
1 +

dn+1

bn+1
· · ·+

)

which gives divergence of both series. ⊓⊔
Proposition 7.20. If (d−1

n )n∈N ∈ l1 and

lim
n→∞

bn

dn
= q < 1, (7.35)

then K = A + B �= K.

Proof. From (7.35), bn/dn ≤ q0 < 1 starting from some n0. Thus

1

dn

(
1 +

bn−1

dn−1
+ · · ·

)
≤ 1

dn
(1 + q0 + Mn0

qn
0 ) ,

where Mn0
does not depend on n. Because q0 < 1, the series (7.29) is conver-

gent. Similarly, (7.17) is satisfied as it involves dn/bn ≥ q0 > 1, which gives
the divergence of the series. ⊓⊔
Proposition 7.21. If the sequence (dn)n∈N is of polynomial growth: dn =
O(nβ) for some β as n→∞, (b−1

n )n∈N ∈ l1 and

lim
n→∞

bn

dn
= q > 1, (7.36)

then A + B � K = K.

Proof. As in the above proof

1

dn

(
1 +

bn−1

dn−1
+ · · ·

)
≥ 1

dn
(1 + q0 + Mn0q

n
0 ) ,

for some n0 and q0 > 1, where Mn0 does not depend on n. Because q0 > 1,
qn
0 /n

β diverges for any β and the series (7.29) diverges. Similarly, the series
in (7.17) is summable. ⊓⊔
Proposition 7.22. There are sequences (bn)n∈N and (dn)n∈N for which A + B �

K � K.

Proof. Take bn = 2 · 3n and dn = 3n. Terms in the series (7.17) are

1

2 · 3n

(
1 +

1

2
+

1

22
+ · · ·

)
,

so that the series is summable. Terms in the series (7.29) are

1

3n

(
1 + 2 + · · ·+ 2n−1

)
,

so that this series is also summable. ⊓⊔



8

Applications to Pure Fragmentation Problems

8.1 Preliminaries

In many physical, chemical, or biological systems clusters of the observed sub-
stance decay by splitting into smaller pieces. Such a process is called fragmen-
tation and occurs in a variety of situations. Examples include, for instance,
rock fracture, droplet break-up, or combustion. In the field of polymer sci-
ence bond degradation, or depolymerization, also results in fragmentation of
polymers. Yet another example of fragmentation is offered by the splitting of
phytoplankton aggregates.

Fragmentation processes can be described at a variety of levels and by
various techniques depending on what effects and mechanisms we are prepared
to take into account and how complicated a model we are ready to accept.

Our main objective is a relatively simple and yet powerful kinetic-type de-
scription of fragmentation phenomena of noninteracting particles (also called
the rate equation in the literature) that offers a unified model for a range
of applications. The information specific to a particular application is thus
referred to the coefficients of the model. If we disregard spatial fluctuations,
then the only state variable is the size of a cluster, which can be its mass,
length, or the number of basic ‘building bricks’ of which the cluster consists.
In most cases discussed here the size of the cluster is its mass and we mostly
use this term when talking about the cluster’s size. Also, to keep the termi-
nology consistent with the field the models are taken from, we often use the
name particle or molecule rather than cluster.

We focus here on continuous models; that is, we assume that the mass of a
particle can be an arbitrary positive real number. Under this assumption the
state of the system is fully described by the particle-mass distribution function
u(x), x ∈ R+ (u is also called the density or concentration of particles). Thus,

z∫

y

u(x)dx (8.1)
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is the number of particles having mass between y and z and

z∫

y

u(x)xdx

is the mass contained in the particles having mass within this range.
Due to the number of results on fragmentation discussed in this book, and

also due to some differences in the weighting of the presented topics for various
models, we split the presentation into two chapters. In the first we provide a
description of the fragmentation operator (which is also used in the subsequent
chapter) and discuss models in which the fragmentation of particles is the only
force driving the evolution of the system. In the second we analyse processes
where fragmentation is still the main cause of the evolution but there appear
other mechanisms of transport-type in the state space, such as growth (e.g.,
by birth process, when we describe clusters of living organisms, or when a
substance is deposited on the particles from a solute), or decay (e.g., when,
on the contrary, the particles are dissolved in the solute).

Because pure fragmentation systems are much simpler, we are able to
present a much more comprehensive theory of them than when other mech-
anisms are present. In particular, we provide a complete analysis of their
honesty and dishonesty. Moreover, we fully characterize the cases when the
generator is maximal and we discuss additional conditions ensuring unique-
ness, when this is not the case. On the other hand, for models with growth or
decay we concentrate solely on questions of honesty and dishonesty.

It is fair to note that, by confining ourselves to immediate applications of
the theory of substochastic semigroups, we have only touched the surface of
fragmentation theory. Natural extensions of the results presented here should
include, among others, analysis of dishonesty and non-maximality of the gen-
erators for more general coefficients, as well as investigation of the properties
of the fragmentation semigroup in the ‘finite particle number’ space, see Sub-
section 9.2.6. The latter is particularly important with regard to coagulation
theory. Some recent results in this and related fields can be found in, for
example, [80, 81, 111, 142, 102, 108].

It is worthwhile to note that, as in the case of birth-and-death problems,
some classes of pure fragmentation models have also been studied using prob-
abilistic methods (e.g., [84, 104, 57, 95, 58, 96]). In particular, questions of
space universality of dishonesty (see Subsections 7.4.1 and 9.2.5), as well as
its time behaviour, seem to be better understood in the probabilistic context.
The results, however, are not always easy to compare.

8.1.1 Description of the Model

In the simplest case we describe fragmentation of noninteracting particles
which break due to some corrosive chemical or electromagnetic agent present
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in the environment. The equation describing the evolution of the particle-mass
distribution function for a continuous system undergoing only fragmentation
can be derived by balancing loss and gain of particles of mass x over a short
period of time. After a suitable normalization (see, e.g., [6]) it can be written
as

∂tu(x, t) = −a(x)u(x, t) +

∞∫

x

a(y)b(x|y)u(y, t)dy. (8.2)

Here u is the distribution of particles of mass x, also called x-clusters, and a
is the fragmentation rate, that is, the rate at which mass x particles break up.
Throughout the chapter we always assume that a is (essentially) bounded on
compact subsets of (0,∞); that is,

a ∈ L∞,loc((0,∞)). (8.3)

Thus the first term on the right-hand side, called the loss term, gives the
rate at which mass x particles vanish by fragmenting to particles of a smaller
mass. The second term on the right- hand side, called the gain term, gives
the rate at which the pool of mass x particles is replenished by fragmentation
of particles of mass y > x. The fact that a mass y particle can fragment
into several particles of mass x < y (if x is sufficiently small) is accounted
for by introducing the nonnegative measurable function b that describes the
distribution of mass x particles, called also daughter particles, spawned by the
fragmentation of a mass y particle.

From the definition we see that for a nonnegative u(x, t) the quantity

M(t) =

∞∫

0

xu(x, t)dx (8.4)

is the total mass of the ensemble at time t so that the natural space for analysis
of (8.2) is

X = L1(R+, xdx).

Because the sum of masses of all particles resulting from the fragmentation
of a mass y particle should again be y, we must have

y∫

0

xb(x|y)dx = y, (8.5)

and the expected number of daughter particles produced by fragmentation of
a mass y particle is, by definition, given by

n(y) =

y∫

0

b(x|y)dx. (8.6)
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In general it is acceptable that n(y) may be infinite, [123]. In many papers b
is taken in the form of power law

b(x|y) = (ν + 2)xν/yν+1, (8.7)

with ν > −2 for (8.5) to make sense. This choice is dictated mainly by compu-
tational convenience. In this chapter we consider two natural generalizations
of the power law for b: b(x|y) = y−1h(x/y) and b(x|y) = β(x)γ(y) for suitable
functions h, β, and γ. For a more detailed discussion of b and its properties
we refer the reader to Section 8.2.

8.1.2 Dishonesty and Nonuniqueness in Pure Fragmentation
Models

In the physical processes modelled by the fragmentation equation introduced
in the previous subsection the mass is conserved throughout the evolution. It
follows formally from (8.2) as the expected mass rate equation can be found
by multiplying (8.2) by x and integrating over [0,∞]. Thus, by (8.4) and (8.5)
we obtain

d

dt

∞∫

0

u(x, t)xdx = 0, (8.8)

which agrees with the physics of the process as fragmentation should simply
rearrange the distribution of masses of the particles without altering the total
mass of the system.

However, the validity of (8.8) depends on certain properties of the solution
u that we tacitly assumed during the integration and which are far from
obvious. In fact, by analysing models with specific coefficients, several authors
have observed that if the fragmentation rate is unbounded as x → 0, then
(8.8) is not valid so that there occurs an unexpected mass loss in the system.
In other words, the total mass of the system decreases. This unaccounted
for mass loss was termed shattering fragmentation and was attributed to the
phase transition in which a ‘dust’ of particles with zero size and nonzero mass
is formed. It was also conjectured that the number of particles formed in the
fragmentation event does not influence the shattering transition, [123, p.892].

In this chapter we show that shattering is an example of dishonesty and
find, for general coefficients, sufficient conditions for the fragmentation semi-
group to be honest. Moreover, for a fairly general class of coefficients, we
provide sufficient and necessary conditions for the semigroup to be dishonest.
We also prove that the coefficient b affects the occurrence of shattering thus
disproving the conjecture of [123]; see Remark 8.14.

It has also been observed in several papers (see, e.g., [6, 74]) that for
some classes of coefficients there exist multiple solutions to (8.2). For instance,
taking a simple version of (8.2),
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∂tu(x, t) = −xu(x, t) + 2

∞∫

x

u(y, t)dy, (8.9)

where b(x|y) = 2/y so that it describes a binary fragmentation, it is easy to
see that

u1(x, t) =
et

(1 + x)3
, (8.10)

and

u2(x, t) = e−xt

⎛
⎝ 1

(1 + x)3
+

∞∫

x

1

(1 + x)3
[2t + t2(y − x)]dy

⎞
⎠ (8.11)

are both solutions to it with the same boundary datum u0(x) = (1 + x)−3.
Their existence shows that in general (8.2) may offer an incomplete description
of the dynamics of the system. An immediate remedy seems to be offered by
an observation that the latter solution is mass-conserving, whereas the former
is clearly not and therefore should be ruled out from the considerations.

In this chapter, as in Chapter 7 before, we explain this phenomenon in
terms of the maximality of the generator of the fragmentation semigroup,
and for a large class of coefficients b(x|y) we derive necessary and sufficient
conditions ensuring that the generator is maximal. We also show that, by
imposing an additional condition that the total mass should be conserved,
the nonuniqueness of solutions can be ruled out, as suggested above.

8.2 Coefficient b(x|y)

The coefficient b(x|y) which, roughly speaking, gives the number of mass x
particles produced by a fragmentation of a mass y particle or is, more pre-
cisely, the distribution function of the sizes of the daughter particles, plays an
important role in the considerations. Unfortunately, not all aspects of analy-
sis are available for an arbitrary form of b(x|y) and therefore in this section
we discuss basic properties of b and provide some motivation for its forms
employed in the sequel.

The function b resembles the conditional density of distribution of masses
of daughter particles but it is not exactly one, as we can have more than one
mass x particle resulting from a break up of a mass y-particle, and this number
is not predetermined. We observe that

∫ y2

y1
b(x|y)dx gives the expected number

of particles with mass between y1 and y2. Thus
∫ y

y−z
b(x|y)dx ≤ 1 for z < y/2

because we can have at most one particle of mass larger than half the size of
the parent. This shows that for x > y/2 the function b(x|y) coincides with the
conditional density. Because whenever a particle of mass x ≥ y − z > y/2 is
formed there must be an ensemble of particles of masses adding up to y − x,
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we see that
∫ y

y−z
(y−x)b(x|y)dx is the expected total mass of particles smaller

than z, conditioned upon the formation of a particle of mass x ≥ y− z > y/2.
The conditional average is at most equal to the unconditional one, therefore
we obtain that any b must satisfy the inequality:

z∫

0

xb(x|y)dy ≥
y∫

y−z

(y − x)b(x|y)dy, 0 ≤ z ≤ y/2. (8.12)

Note that for binary fragmentation in which each fragmentation event pro-
duces exactly two daughter particles, the above discussion reduces to the
symmetry requirement b(x|y) = b(y − x|y).

Condition (8.12) is rather difficult to use. We have the following sufficient
condition.

Proposition 8.1. If, for every y

ess inf
x∈(0,y/2)

b(x|y) ≥ ess sup
x∈(y/2,y)

b(x|y), (8.13)

then (8.12) is satisfied. In particular, (8.13) holds if x → b(x|y) is a non-
increasing function.

Proof. Introducing the new variable ξ = y − x, we can rewrite (8.12) as

z∫

0

xb(x|y)dx ≥
z∫

0

ξb(y − ξ|y)dξ,

so that (8.13) yields (8.12). ⊓⊔

8.2.1 Power Law Case

In most papers the authors consider b(x|y) given by the power law

b(x|y) = xνf(y), (8.14)

in which case (8.5) gives f(y) = (ν + 2)/yν+1, with ν > −2 to ensure the
existence of the integral in (8.5). From now on we assume that the condition
ν > −2 is satisfied. The upper bound for admissible ν is given in the following
lemma.

Lemma 8.2. Condition (8.12) is satisfied if and only if ν ≤ 0.

Proof. Sufficiency follows from Proposition 8.1 as only for ν ≤ 0 is the function
x → xν/yν+1 nonincreasing with respect to x. To show the necessity, it is
enough to show that no ν > 0 is admissible. Hence, for simplicity, we assume
ν > −1. Inserting b(x|y) = xν/yν+1 into (8.12), upon integration and some
algebra, we find that it is equivalent to
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(1− ξ)ν+2 ≥ 1

ν + 1
− ν + 2

ν + 1
ξν+1 + ξν+2,

where ξ = 1 − z/y and 1/2 ≤ ξ ≤ 1. This, in turn, is the same as showing
that the function

F (ξ) =
1

ν + 1
− ν + 2

ν + 1
ξν+1 + ξν+2 − (1− ξ)ν+2

satisfies F (ξ) ≤ 0 for ξ ∈ [1/2, 1]. Clearly, we have F (1) = 0 and

F

(
1

2

)
=

1

ν + 1

(
1− (ν + 2)

(
1

2

)ν+1
)
.

Denoting r = ν + 1 and taking into account that r > 0 by assumption, we see
that the sign of F (1/2) is determined by that of 2r − (r + 1). By elementary
calculus, 2r − (r+ 1) ≤ 0 if and only if 0 ≤ r ≤ 1, therefore F (1/2) ≤ 0 if and
only if −1 < ν ≤ 0 (under assumption ν > −1). Furthermore,

F ′(ξ) = (ν + 2)
(
−ξν + ξν+1 + (1− ξ)ν+1

)
= (ν + 2)(1− ξ)(−ξν + (1− ξ)ν)

so that F ′(ξ) = 0 for ξ = 0, 1/2, 1 and F is monotonic over [1/2, 1]. Hence,
there is no ν > 0 for which F (ξ) ≤ 0 on [1/2, 1]. ⊓⊔

It is easy to see that the binary break-up occurs for ν = 0. For −1 < ν < 0
the expected number of particles produced in each fragmentation event is
independent of the parent mass y and equals (ν+2)/(ν+1). For ν ≤ −1 each
fragmentation produces an infinite number of daughter particles.

8.2.2 Homogeneous Case

Another often used coefficient b(x|y), [63, 76, 101, 13, 41], is of the form

b(x|y) =
1

y
h

(
x

y

)
. (8.15)

It is clear that for h(r) = (ν + 2)rν this case reduces to the power law.
Physically, this form corresponds to the assumption that the distribution of

daughter particles is determined by the fraction daughter mass/parent mass =
x/y and not by the masses x and y separately. In fact, because b(x|y)dx is
approximately the average number of daughter particles from a parent par-
ticle of mass y with mass in the interval [x, x + dx], for the choice (8.15) we
have b(x|y)dx = h(x/y)d(x/y) = h(r)dr, where r denotes the daughter/parent
mass ratio. Thus, h(r) is the distribution of daughter fractions. The balance
equation (8.5) takes a simpler form

1∫

0

rh(r)dr =
1

y

y∫

0

xb(x|y)dx = 1, (8.16)
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and because
y∫

0

b(x|y)dx =

1∫

0

h(r)dr = n, (8.17)

we see that again this model allows only a constant, that is, independent
of parent’s mass y, average number of daughter particles. As before, h need
not be integrable and the average number n of particles produced during
fragmentation may be infinite. The same argument, as in the general case,
shows that a sufficient condition for (8.12) is that h is a decreasing function.

8.2.3 Separable Case

We also consider another generalisation of (8.14), given by b(x|y) = β(x)γ(y).
Condition (8.5) immediately yields

γ(y) =
y

y∫
0

sβ(s)ds

,

so that

b(x|y) =
yβ(x)

y∫
0

sβ(s)ds

. (8.18)

This form of b has the mathematical advantage of allowing a complete descrip-
tion of the evolution governed by (8.2). Moreover, the number of fragments
produced by a particle of mass y

n(y) =

y∫

0

b(x|y)dx =

y
y∫
0

β(s)ds

y∫
0

sβ(s)ds

(8.19)

can be y dependent, thus offering a much larger flexibility of modelling than
in the models previously discussed. In principle, for any given function n(y)
describing the average number of particles resulting from fragmentation of
a mass y particle, we can find the suitable β (and so the function b) by
solving for the β equation (8.19). In fact, with B(y) =

∫ y

0
β(s)ds, noting that∫ y

0
sβ(s)ds = yB(y) −

∫ y

0
B(s)ds and finally putting D(y) =

∫ y

0
B(s)ds, we

obtain the differential equation

n(y) =
yD′(y)

yD′(y)−D(y)
,

which, under the assumption n(y) > 1 that expresses the fact that we expect
fragmentation to occur for any mass y, can be solved giving (up to a constant)
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D(y) = exp

(∫
1 + g(y)

yg(y)
dy

)
,

where n(y) = 1 + g(y). This gives

β(x) =
1 + g(x)− x g′(x)

x2g2(x)
exp

∫
1 + g(x)

x g(x)
dx.

However, such a β does not necessarily give rise to b(x|y) satisfying (8.12).
Because it is not our aim to give a full description of all possible functions
g producing admissible distribution function b(x|y), we only demonstrate the
usefulness of the form (8.18) to generate a natural fragments’ production n(y).
By Proposition 8.1, a sufficient condition for (8.12) is that β(x) is decreasing,
which is equivalent to

−1 + g(x)
2

+ 3x g′(x)− 2x2 g′(x)
2

+ x g(x) (g′(x) + x g′′(x)) ≥ 0.

It is seen immediately that for the particle production n(y) = a+by the above
condition is satisfied if a ≥ 2 and arbitrary b ≥ 0.

It is also worthwhile to note that (8.18) is a natural generalisation of the
power law (8.14) in the sense that by putting n(y) = const in (8.19) and
solving for β we obtain (8.14).

8.3 Analysis of the Model

In this section we discuss the Cauchy problem

∂tu(x, t) = −a(x)u(x, t) +

∞∫

x

a(y)b(x|y)u(y, t)dy, t > 0, x > 0,

u(x, 0) = u0(x). (8.20)

We recall the standing assumption (8.3) on the coefficient a and suppose that b
is a nonnegative measurable function satisfying (8.5) but otherwise arbitrary.
As explained in the introduction, this problem is analysed in the space

X = L1(R+, xdx).

8.3.1 Well-posedness Results

To employ the theory introduced in Chapter 6, let A and B denote the ex-
pressions appearing on the right-hand side of the equation in (8.20); that is,

[Au](x) = −a(x)u(x)

and
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[Bu](x) =

∞∫

x

a(y)b(x|y)u(y)dy,

defined on all measurable and finite almost everywhere functions u for which
they make pointwise (almost everywhere) sense.

With these expressions we associate operators A and B in X defined by

[Au](x) = [Au](x), [Bu](x) = [Bu](x)

and both defined on
D(A) = {u ∈ X; au ∈ X}.

Indeed, direct integration shows that BD(A) ⊂ X so that (A+B,D(A)) is a
well-defined operator.

Thus, without any misunderstanding, the expressions A and B can be
identified with the operator extensions defined in Section 6.3 where Ef is the
set of all measurable and almost everywhere finite functions on R+.

We can now state the following theorem.

Theorem 8.3. Under the assumptions of this section, there is an extension
K of A+B that generates a positive semigroup of contractions (GK(t))t≥0 on
X. Moreover, for each u0 ∈ D(K) there is a measurable representation u(x, t)
of GK(t)u0 which is absolutely continuous with respect to t for almost any x,
such that (8.20) is satisfied almost everywhere.

Proof. It is obvious that (A,D(A)) generates a positive semigroup of contrac-
tions and (B,D(B)) is positive. Moreover, for u ∈ D(A) we immediately have,
by (8.5),

∞∫

0

⎛
⎝−a(x)u(x, t) +

∞∫

x

a(y)b(x|y)u(y, t)dy

⎞
⎠xdx

= −
∞∫

0

a(x)u(x, t)xdx +

∞∫

0

x

⎛
⎝

∞∫

x

a(y)b(x|y)u(y, t)dy

⎞
⎠ dx

= −
∞∫

0

a(x)u(x, t)xdx +

∞∫

0

a(y)u(y, t)

⎛
⎝

y∫

0

b(x|y)xdx

⎞
⎠ dy

= −
∞∫

0

a(x)u(x, t)xdx +

∞∫

0

a(y)u(y, t)ydy = 0. (8.21)

Thus, we see that the assumptions 1 to 3 of Section 6.2 are satisfied and
therefore we can use Corollary 5.17 to ascertain that there is an extension K
of A + B generating a substochastic semigroup (GK(t))t≥0. For u0 ∈ D(K),
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the function t→ GK(t)u0 is a C1-function in the norm of X and satisfies the
equation

d

dt
GK(t)u0 = KGK(t)u0, (8.22)

where the equality holds for any t > 0 in the sense of equality in X. The
initial condition is satisfied in the following sense

lim
t→0+

GK(t)u0 = u0, (8.23)

where the convergence is in the X-norm.
To prove the second part of the theorem we turn to the theory of extensions

(Section 6.3) and the theory of L spaces (Subsection 2.1.8). First, we observe
that, by Example 6.19, the operator L is defined by

[Lf ](x) = (1 + a(x))−1f(x),

and therefore the operator T defined through Eq. (6.40) is given here by

[Tf ](x) = u(x)− [L−1u](x) = a(x)u(x),

with the domain D(T) = X. Hence T ⊂ A. Because B is an integral operator
with positive kernel, Lebesgue’s monotone convergence theorem yields that
B = B. Thus, Theorem 6.20 yields

K ⊂ A+ B.

Hence GK(t)u0 satisfies

[
d

dt
GK(t)u0

]
(x) = [AGK(t)u0](x) + [BGK(t)u0](x), (8.24)

for each fixed t > 0, where the right hand side does not depend (in the sense of
equality almost everywhere) on what representation of the solution GK(t)u0

is taken.
Now using the fact that X is an L-space, from Theorem 2.40 we see that

because the function GK(t)u0 is strongly differentiable, there is a representa-
tion u(x, t) of GK(t)u0 that is absolutely continuous with respect to t ∈ R+

for almost every x ∈ R+, and that satisfies

∂u(x, t)

∂t
=

[
d

dt
GK(t)u0

]
(x)

for almost every t and x. Hence, taking this representation, we obtain that

∂u(x, t)

∂t
= −a(x)u(x, t) +

∞∫

x

a(y)b(x|y)u(y, t)dy (8.25)
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holds almost everywhere on R2
+. Moreover, the continuity of u(x, t) with re-

spect to t for almost every x shows that

lim
t→0+

u(x, t) = ū(x)

exists almost everywhere. From (8.23) we see that there is a sequence (tn)n∈N

converging to 0 such that

lim
n→∞

u(x, tn) = u0(x),

for almost every x. Here we can use the same representation as above because
we are dealing with a (countable) sequence. Indeed, changing the representa-
tion on a set of measure zero for each n and further taking the union of all
these sets still produces a set of measure zero. Thus u0 = ū a.e. ⊓⊔

Because of this result we use the same notation for the abstract X-valued
functions of t and their representations as scalar functions of two variables,
bearing always in mind that we select a ‘proper’ representation. Thus, for
example, for u(t) = GK(t)u0 (with u0 ∈ D(K)), by u(x, t) we mean the
representation satisfying (8.25).

Let us recall that, in general, if u0 ∈ X \D(K), then the function GK(t)u0

is not differentiable and therefore cannot be a classical solution of the Cauchy
problem (8.22), (8.23). It is, however, a mild solution, as defined by (3.13).

That is, it is a continuous function such that
∫ t

0
u(s)ds ∈ D(K) for any t ≥ 0,

satisfying the integrated version of (8.22), (8.23):

u(t) = u0 + K

t∫

0

u(s)ds. (8.26)

Corollary 8.4. If u0 ∈ X \ D(K), then u(x, t) = [GK(t)u0](x) satisfies the
equation

u(x, t) = u0(x)− a(x)

t∫

0

u(x, s)ds +

∞∫

x

a(y)b(x|y)

⎛
⎝

t∫

0

u(y, s)ds

⎞
⎠ dy. (8.27)

Proof. Because u is continuous in the norm of X, we can use (2.68) to claim

that a(x)
∫ t

0
u(x, s)ds is defined for almost any x and any t, and hence we can

write
⎡
⎣(A+ B)

t∫

0

u(s)ds

⎤
⎦ (x) = −a(x)

t∫

0

u(x, s)ds+

∞∫

x

a(y)b(x|y)

⎛
⎝

t∫

0

u(y, s)ds

⎞
⎠ dy.

Thus, combining the result used in the previous theorem that K ⊂ A + B
with (8.26) we obtain (8.27). ⊓⊔
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Next we provide a fairly general condition for honesty of (GK(t))t≥0.

Theorem 8.5. If
lim sup

x→0+

a(x) < +∞, (8.28)

then (GK(t))t≥0 is honest.

Proof. We use Theorem 6.22. Because c is the zero functional by (8.21), we
have to prove that for any f ∈ F+ such that −f + BLf ∈ X the following
inequality holds,

∞∫

0

[Lf ](x)xdx +

∞∫

0

(−f(x) + [BLf ](x))xdx ≥ 0. (8.29)

We simplify (8.29) by defining g(x) = [Lf ](x) = (1 + a(x))−1f(x) ∈ X+ and
inserting it into the inequality. Hence, we obtain that (8.29) holds if for any
g ∈ X+ such that −ag + Bg ∈ X we have the inequality

∞∫

0

(−a(x)g(x) + [Bg](x))xdx ≥ 0. (8.30)

By (8.3) and (8.28), the function ag satisfies ag ∈ L1([0, R], xdx) for any
0 < R < +∞, therefore the same is true for Bg. We observed earlier that B is
given by the integral expression B, hence

∞∫

0

(−a(x)g(x) + [Bg](x))xdx = lim
R→∞

R∫

0

(−a(x)g(x) + [Bg](x))xdx

= lim
R→∞

⎛
⎝−

R∫

0

a(x)g(x)xdx +

R∫

0

⎛
⎝

∞∫

x

a(y)b(x|y)g(y)dy

⎞
⎠xdx

⎞
⎠ .

Next, by (8.5),

R∫

0

⎛
⎝

∞∫

x

a(y)b(x|y)g(y)dy

⎞
⎠xdx =

R∫

0

⎛
⎝

y∫

0

b(x|y)xdx

⎞
⎠ g(y)a(y)dy

+

∞∫

R

⎛
⎝

R∫

0

b(x|y)xdx

⎞
⎠ g(y)a(y)dy =

R∫

0

a(y)g(y)ydy + SR,

where

SR =

∞∫

R

⎛
⎝

R∫

0

b(x|y)xdx

⎞
⎠ g(y)a(y)dy ≥ 0.
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Combining, we see that

∞∫

0

(−a(x)g(x) + [Bg](x))xdx = lim
R→∞

SR ≥ 0 (8.31)

so that Theorems 6.22 and 6.13 give the thesis. ⊓⊔

8.3.2 An Approach Based on an Approximation Technique

In this section we show that an old method of Reuter and Lederman (e.g.,
[144, 59]) for solving Kolmogorov equations, that was briefly described in
Section 7.3, can be modified to solve the initial value problems for fragmen-
tation equations. This approach was used in this context recently in [124] but
we follow a slightly different path based on [36] where it was applied to a
semiconductor equation.

Throughout this section we assume that the fragmentation rate is bounded
on bounded subsets of [0,∞) (contrary to (8.3) where we allowed singularity
at x = 0). In other words, for each N there is MN such that

ess sup
0≤x≤N

a(x) ≤MN . (8.32)

The idea of this method is to approximate the solution of Eq. (8.2) by
a sequence of solutions of cut-off problems of a similar form. In this way we
obtain the solution of (8.20) in a much more constructive way which then
allows us to strengthen the uniqueness result.

We introduce the projection operators defined for a function u ∈ X =
L1(R+, xdx) by

(PNu)(x) =

{
u(x) if 0 ≤ x ≤ N,
0 if x > N.

(8.33)

For a fixed N the projection PN acts onto the closed subspace XN =
L1([0, N ], xdx) of X. Accordingly, we define AN = APN = PNA = PNAPN ,
that is, AN is the operator of multiplication by −a restricted to [0, N ] and
BN = PNBPN . With some abuse of notation we consider AN and BN both
in XN and X. Let us denote KN = AN + BN . We have

Lemma 8.6. For each N , KN generates a positive uniformly continuous
semigroup of contractions on XN , say (GN (t))t≥0, which is conservative on
XN,+. Moreover, for any M ≥ N and t ≥ 0, PNGM (t)PN = GN (t).

Proof. The operator AN is bounded, (8.32). For BN we have

‖BNu‖XN
=

N∫

0

∣∣∣∣∣∣

⎛
⎝

N∫

x

a(y)b(x|y)u(y)dy

⎞
⎠
∣∣∣∣∣∣
xdx

≤
N∫

0

⎛
⎝a(y)|u(y)|

y∫

0

xb(x|y)dx

⎞
⎠dy =

N∫

0

a(y)|u(y)|ydy ≤MN‖u‖XN
,
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so that BN is also bounded. Hence KN generates a uniformly continuous
semigroup. Let us denote this semigroup by (GN (t))t≥0. Clearly, AN generates
a positive semigroup of contractions and BN is a positive operator. Moreover,
by similar calculations as above,

−
N∫

0

a(x)u(x, t)xdx +

N∫

0

x

⎛
⎝

N∫

x

a(y)b(x|y)u(y, t)dy

⎞
⎠ dx

= −
N∫

0

a(x)u(x, t)xdx +

N∫

0

a(y)u(y, t)

⎛
⎝

y∫

0

b(x|y)xdx

⎞
⎠ dy

= −
N∫

0

a(x)u(x, t)xdx +

N∫

0

a(y)u(y, t)ydy = 0; (8.34)

thus, by Corollary 5.17, (GN (t))t≥0 generates a positive semigroup of contrac-
tions. Because all the operators are bounded, (GN (t))t≥0 is honest.

To prove the last statement we observe first that because

BPNu =

N∫

x

a(y)b(x|y)u(y)dy

for 0 ≤ x ≤ N and BPNu = 0 for x > N , we have BPNu = PNBPNu. Fur-
thermore, clearly APNu = PNAPNu, hence we have also KPN = PNKPN =
KN . Next, by PNPM = PMPN = PN we have PNKMPN = PNKPN = KN

and, by induction,

PN (KM )nPN = PN (KM )n−1KMPN = PN (KM )n−1PMKPMPN

= PN (KM )n−1PMPNKPN = PN (KM )n−1PNKN = (KN )n,

by induction. Because, for the bounded operator KM , the semigroup is given
by the exponential formula, we have for u0 = PNu0,

PNGM (t)PNu0 =
∞∑

n=0

tnPN (KM )nPN

n!
u0 =

∞∑
n=0

tn(KN )n

n!
u0 = GN (t)u0,

and the lemma is proved. ⊓⊔

The family (GN (t))t≥0 can be extended to the uniformly continuous family
of operators defined on X by

ḠN (t) = PNGN (t)PN .

Note that (ḠN (t))t≥0 is no longer a semigroup. On the other hand, the op-
erator KN , as a bounded operator on X, generates a uniformly continuous
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semigroup, denoted by (SN (t))t≥0. As the restriction of KN to the comple-
ment of XN is the zero operator, it generates there a constant semigroup and
we have

SN (t) = PNGN (t)PN + (IX − PN ), (8.35)

where IX is the identity on X. Thus SN (t)PNu = ḠN (t)u.

Remark 8.7. The above indicates the difference between the approaches of
Kato and Reuter and Lederman. Kato’s method amounts, in our setting, to
approximating the operatorB by a sequence of operators Br in such a way that
the operators A+Br generate a sequence of increasing semigroups converging
to the semigroup for which we are looking. A disadvantage of this method lies
in the fact that the operator of multiplication by −a is unbounded which at
the start introduces a restriction on classes of solutions that can be obtained
this way. On the other hand, in the Reuter–Lederman method we approximate
the function −a as well, and thus we extend the net to cover a much larger
set of potential solutions. The disadvantage here is that the approximating
sequence is either not increasing or it does not consist of semigroups, and this
limits the availability of a number of techniques. In the proposition below we
show how to combine properties of (SN (t))t≥0 and (Ḡ(t))t≥0 to produce the
desired result.

Proposition 8.8. The families (SN (t))t≥0 and (ḠN (t))t≥0 have the following
properties.

(a) For any fixed t the family (ḠN (t))t≥0 is increasing with N ;
(b) There is a positive C0-semigroup of contractions, say (G(t))t≥0, such that

for u ∈ X, and t ≥ 0

G(t)u = lim
N→∞

ḠN (t)u = lim
N→∞

SN (t)u in X; (8.36)

(c) Both limits in (8.36) are uniform in t on bounded intervals.

In particular, for u0 ∈ XN ,

G(t)u0 = PMGM (t)PMu0. (8.37)

for any M ≥ N .

Proof. To prove (a), let u ≥ 0 and define

uN (t) = PNGN (t)PNu = ḠN (t)u ≥ 0.

In particular, by the monotonicity of the projection operators we have (PN+1−
PN )uN+1(t) ≥ 0. On the other hand, because duN+1/dt = KN+1uN+1, we
obtain

d

dt
PNuN+1 = PNKN+1PNuN+1 + PNKN+1(PN+1 − PN )uN+1.
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However, PNKN+1PN = KN and PNAN+1 = PNAN so that

PNKN+1(PN+1 − PN )uN+1 = PNAN (PN+1 − PN )uN+1

+ PNBN+1(PN+1 − PN )uN+1 = PNBN+1(PN+1 − PN )uN+1 ≥ 0,

and PNuN+1(0) = PNu = uN (0). Thus, by the Duhamel formula in XN ,

PNuN+1(t) = GN (t)PNu +

t∫

0

GN (t− τ)PNBN+1(PN+1 − PN )uN+1(τ)dτ

≥ GN (t)PNu,

and
PNuN+1(t) = PNPNuN+1(t) ≥ PNGN (t)PNu = ḠN (t)u.

Combining the estimates, we get

ḠN+1(t)u = uN+1(t) = PN+1uN+1(t) ≥ PNuN+1(t) ≥ ḠN (t)u.

The family (SN (t))t≥0 is not increasing with N ; we have, however, SN ≥ ḠN .
Because the space X = L1(R+, xdx) is a KB-space and the sequence

(Ḡn(t)u)n∈N is nondecreasing with ‖ḠN (t)u‖X = ‖GN (t)u‖XN
= ‖PNu‖XN

≤
‖u‖X provided u ≥ 0, we can define

G(t)u = lim
N→∞

ḠN (t)u, t ≥ 0, u ≥ 0,

and by linearity this definition can be extended to arbitrary u ∈ X. Moreover,
by (8.35) we get SN (t) − ḠN (t) = (IX − PN ), and, because limN→∞(IX −
PN )u = 0 for any fixed u, we obtain

G(t)u = lim
N→∞

SN (t)u, t ≥ 0

for any u. Therefore, (G(t))t≥0 is the strong limit of a sequence of uniformly
bounded positive semigroups of contractions. To prove that (G(t))t≥0 is a
positive strongly continuous semigroup of contractions we proceed similarly
to, for example, [105, 164]. The semigroup relation G(t + s)u = G(t)G(s)u
is just the limit relation for (SN (t))t≥0. However, to prove that (G(t))t≥0

is strongly continuous at t = 0, we have to modify the classical argument
of [105], used already in Theorem 5.22, as (SN (t))t≥0 is not an increasing
sequence. Thus first take u = PNu for some fixed N ; then for m > N we have
Sm(t)u = Ḡm(t)u and for such m, as t→ 0+,

‖G(t)u− u‖ ≤ ‖G(t)u− Ḡm(t)u‖+ ‖Ḡm(t)u− u‖
= ‖G(t)u‖ − ‖Ḡm(t)u‖+ ‖Ḡm(t)u− u‖
≤ ‖u‖ − ‖Sm(t)u‖+ ‖Sm(t)u− u‖ → 0.
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For arbitrary u we use the density of compactly supported functions in X and
the boundedness of (G(t))t≥0.

The uniform convergence of (ḠN (t))t≥0 follows by the argument of Dini, as
used in the proof of Theorem 5.22. To prove this statement for (SN (t))t≥0 it is
enough to note that the difference between SN (t)u and ḠN (t)u is independent
of t.

Equation (8.37) follows directly from the last statement of Lemma 8.6. ⊓⊔

Next we prove the minimality of (G(t))t≥0 that is crucial for the uniqueness
investigations.

Proposition 8.9. Let (x, t)→ u(x, t) be a function integrable on [0, N ]×[0, T ]
with respect to the measure xdxdt for any N,T > 0 and assume that u satisfies
for almost all (x, t) the integral version of (8.2):

u(x, t) = u0(x) +

t∫

0

(−a(x)u(x, s) + [Bu](x, s)) ds, (8.38)

where u0 ∈ X. Then, for all t ≥ 0 and almost all x,

u(x, t) ≥ (G(t)u0)(x). (8.39)

Proof. The basic ideas of the proof are the same as used in [144] but, because
the functional setting is different, the technicalities are more complicated.
First, note that the assumptions yield that [Bu](x, t) is finite for almost every
t and x. Next, integrating both sides of (8.38), we obtain that for any 0 ≤
N <∞ and 0 ≤ t ≤ T <∞

N∫

0

t∫

0

(−a(x)u(x, s) + [Bu](x, s))xdxds < +∞.

By the integrability assumption on u and (8.32) we have

N∫

0

⎛
⎝

t∫

0

a(x)u(x, s)ds

⎞
⎠xdx =

t∫

0

⎛
⎝

N∫

0

a(x)u(x, s)xdx

⎞
⎠ ds < +∞,

hence also

N∫

0

⎛
⎝

t∫

0

[Bu](x, s)ds

⎞
⎠xdx =

t∫

0

⎛
⎝

N∫

0

[Bu](x, s)xdx

⎞
⎠ ds < +∞, (8.40)

where in both cases the change of order of integration is justified by the
positivity of the integrands and the Fubini–Tonelli theorem. In particular,
this shows that −au + Bu ∈ L1([0, N ]× [0, T ], xdxdt).
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Defining uN = PNu we see that uN satisfies

uN (x, t) = PNu0(x) +

t∫

0

(−a(x)uN (x, s) + [BNuN ](x, s)) ds +

t∫

0

f(x, s)ds,

(8.41)
where

f(x, s) = [B(I − PN )u](x, s) =

∞∫

N

a(y)b(x|y)u(y, s)dy (8.42)

for 0 ≤ x ≤ N and f(x, s) = 0 for x > N . By positivity and (8.40) we have

N∫

0

⎛
⎝

T∫

0

f(x, s)ds

⎞
⎠xdx =

N∫

0

⎛
⎝

T∫

0

⎛
⎝

∞∫

N

a(y)b(x|y)u(y, s)dy

⎞
⎠ ds

⎞
⎠xdx

≤
N∫

0

⎛
⎝

T∫

0

⎛
⎝

∞∫

x

a(y)b(x|y)u(y, s)dy

⎞
⎠ds

⎞
⎠xdx ≤

T∫

0

⎛
⎝

N∫

0

[Bu](x, s)xdx

⎞
⎠ds < +∞,

hence f ∈ L1([0, T ], L1(R+, xdx)). Now, considering

‖uN (t + τ)− uN (t)‖X ≤
t+τ∫

t

N∫

0

|−a(x)u(x, s) + [Bu](x, s)|xdxds

we see that because −au + Bu ∈ L1([0, N ] × [0, T ], xdxdt) and the measure
of [t, t + τ ] × [0, N ] goes to 0 as τ → 0, the function t → uN (t) is an XN

continuous function for any N <∞. Hence (8.41) can be written as

uN (t) = PNu0 +

t∫

0

(−AN + BN )uN (s)ds +

t∫

0

f(s)ds, (8.43)

where f , given by (8.42), is an L1([0, T ], X) function. Because −AN + BN is
a bounded operator, we see, by Proposition 3.31, that uN is a mild solution
to the Cauchy problem

duN

dt
= (−AN + BN )uN + f, uN (0) = PNu0

and must therefore be given by the Duhamel formula

uN (t) = GN (t)PNu0 +

t∫

0

GN (t− s)f(s)ds.

Thus, for any N , uN (x, t) ≥ (PNGN (t)PNu0)(x). As uN converges to u and
(PNGN (t)PNu0) converges to G(t)u0, we get (8.39). ⊓⊔



216 8 Applications to Pure Fragmentation Problems

In the final result here we prove that the semigroup (G(t))t≥0 constructed
in Proposition 8.8 coincides with the semigroup (GK(t))t≥0 of Theorem 8.3.

Proposition 8.10. Under the assumptions of this section

GK(t)u0 = G(t)u0, t ≥ 0, u0 ∈ X.

Proof. In the first step we use Proposition 5.7. Clearly, because a satisfies
(8.32), the subspace

X0 =
∞⋃

N=0

XN

of all functions of X that have bounded support is a core for the multiplication
operator A. From (8.37) it follows that X0 is a subset of the domain of the
generator of (G(t))t≥0 because G(t)|XN

= GN (t) is a uniformly bounded
semigroup and therefore differentiable on the whole space. Thus Proposition
5.7 yields

G(t)u0 ≥ GK(t)u0

for any u0 ∈ X+. On the other hand, taking u0 ∈ D(A)+ ⊂ D(K) and
integrating (8.25) with respect to t, we see that [GK(t)u0](x) satisfies (8.38)
and therefore by (8.39),

G(t)u0 ≤ GK(t)u0.

Hence, for u0 ∈ D(A)+, we obtain

G(t)u0 = GK(t)u0.

Because any element in D(A) can be expressed as a difference of two nonneg-
ative elements, we can extend this equality to D(A) and, by density, to X.
⊓⊔

8.3.3 Full Description of Dynamics in the Separable Case

In this section we provide a complete description of the dynamics of the frag-
mentation equation; that is, we give necessary and sufficient conditions for
honesty and for the nonexistence of multiple solutions in the case when

b(x|y) =
yβ(x)

y∫
0

β(s)sds

.

We start by determining under which conditions the generatorK of (GK(t))t≥0

is the maximal operator. By Section 3.6, this is equivalent to the fact that
all the X-valued solutions to (8.20) are given by the semigroup (GK(t))t≥0 so
that there are no multiple solutions.
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Let us recall that the maximal operator Kmax was defined by

[Kmaxu](x) := [Au](x) + [Bu](x) = −a(x)u(x) +

∞∫

x

a(y)b(x|y)u(y)dy (8.44)

on the domain

Dmax = {u ∈ X; x→ [Au](x) + [Bu](x) ∈ X}. (8.45)

Note that this definition implicitly requires y → a(y)b(x|y)u(y) to be Lebesgue
integrable on [c,∞) for any c > 0 and almost every x > 0. We need the
following lemma.

Lemma 8.11. Let α > 0 and f be integrable on compact subsets of (0,∞)
and monotonic close to 0. If limx→0+ f(x) = +∞, then f ′e−αf ∈ L1([0, r])
for some r > 0.

Proof. We can assume that f > 0 on [0, δ] for some δ > 0 and that f is
decreasing on this interval. Because e−t ≤ t−2 for t large enough, we can
find 0 < r < δ such that e−αf(x) ≤ (αf(x))−2 for x ∈ [0, r]. Then, for any
0 < ǫ < r, we have

r∫

ǫ

∣∣∣f ′(x)e−αf(x)
∣∣∣ dx ≤ − 1

α2

r∫

ǫ

f ′(x)

f2(x)
dx =

1

α2

(
1

f(r)
− 1

f(ǫ)

)
→ 1

α2f(r)

as ǫ→ 0+, which gives the thesis. ⊓⊔

Theorem 8.12. Let B(x) := b(x|x)/(1 + a(x)). Then K �= Kmax if and only
if

B(x) ∈ L1([N,∞)) (8.46)

and
xβ(x) /∈ L1([N,∞)) (8.47)

for some N > 0.

Proof. Because K is dissipative, its spectrum is contained in the negative
complex half-plane. Thus, by the results of Section 3.6, K �= Kmax if and only
if there are solutions in X of the eigenvalue problem

λu(x) + a(x)u(x)−
∞∫

x

a(y)b(x|y)u(y)dy = 0, (8.48)

for λ > 0. Assume that there exists u ∈ Dmax satisfying (8.48). Denoting
U(x) = u(x)/β(x) we transform (8.48) into
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(λ + a(x))U(x)−
∞∫

x

a(y)b(y|y)U(y)dy = 0. (8.49)

Changing the dependent variable according to Z(x) =
∫∞

x
a(y)b(y|y)U(y)dy,

we observe, from the definition of the maximal operator (8.44), that the inte-
grand is integrable over any interval [ǫ,∞) so that the integral is absolutely
continuous at each x > 0 and we can thus differentiate, converting (8.49) into
the differential equation

Z ′

Z
= −a(x)b(x|x)

λ + a(x)
, (8.50)

with the solution

Z(x) = C exp

⎛
⎝−

x∫

1

a(s)b(s|s)
λ + a(s)

ds

⎞
⎠ , (8.51)

where C is a constant, so that

u(x) = C
β(x)

λ + a(x)
exp

⎛
⎝−

x∫

1

a(s)b(s|s)
λ + a(s)

ds

⎞
⎠

= C ′ β(x)

(λ + a(x))
x∫
0

sβ(s)ds

exp

⎛
⎝λ

x∫

1

b(s|s)
λ + a(s)

ds

⎞
⎠

= C ′ b(x|x)

x(λ + a(x))
exp

⎛
⎝λ

x∫

1

b(s|s)
λ + a(s)

ds

⎞
⎠ , (8.52)

where C ′ is a constant and where we used

x∫

1

b(s|s)ds =

x∫

1

sβ(s)
s∫
0

tβ(t)dt

ds = ln

x∫

0

tβ(t)dt + C ′′,

for some constant C ′′.
Note that all properties of u are independent of λ as long as it is positive;

thus, in what follows, we put λ = 1. Dropping unimportant constant C ′, we
have to investigate the integrability of

ū(x) = xu(x) = B(x) exp

⎛
⎝

x∫

1

B(s)ds

⎞
⎠ , (8.53)

close to 0 and for large x. Let us start with integrability in a neighbourhood
of 0. Then we can assume that x < 1 so that
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ū(x) = B(x) exp

⎛
⎝−

1∫

x

B(s)ds

⎞
⎠ ,

with positive integral. If B(x) ∈ L1([0, 1]), then ū ∈ L1([0, 1]) too, be-
cause the exponent is smaller than 1. Conversely, if B(x) /∈ L1([0, 1]), then

f(x) =
∫ 1

x
B(s)ds diverges monotonically to +∞ as x → 0+ so that we can

apply Lemma 8.11 to see again that ū ∈ L1([0, 1]). Let us now consider inte-
grability for large x. If B /∈ L1([N,∞)), then ū /∈ L1([N,∞)) too, because the
exponential factor in (8.53) is greater than 1. Conversely, if B ∈ L1([N,∞)),
then

ū(x) ≤ B(x) exp

⎛
⎝

∞∫

1

B(s)ds

⎞
⎠ ∈ L1([N,∞)).

Hence, for K �= Kmax it is necessary that B(x) be integrable at infinity.
However, at this moment we do not know whether u, defined by (8.52), is

a solution to (8.48). To this end we have

∞∫

x

a(y)b(x|y)u(y)dy = β(x)

∞∫

x

a(y)b(y|y)
λ + a(y)

exp

⎛
⎝−

y∫

1

a(s)b(s|s)
λ + a(s)

ds

⎞
⎠ dy

= −β(x)

⎡
⎣exp

⎛
⎝−

y∫

1

a(s)b(s|s)
λ + a(s)

ds

⎞
⎠
⎤
⎦

y=∞

y=x

= (λ + a(x))u(x)

− β(x) lim
y→∞

exp

⎛
⎝−

y∫

1

a(s)b(s|s)
λ + a(s)

ds

⎞
⎠ . (8.54)

Thus, u is a solution to (8.48) (with λ = 1) if and only if

∞∫

1

a(s)b(s|s)
1 + a(s)

ds =∞.

Transforming the integral, as in (8.52), we get

x∫

1

a(s)b(s|s)
1 + a(s)

ds =

x∫

1

b(s|s)ds−
x∫

1

B(s)ds

= ln

x∫

0

sβ(s)ds− ln

1∫

0

sβ(s)ds−
x∫

1

B(s)ds,

and, because the last integral tends to a finite limit as x→∞, we must have∫∞
0
sβ(s)ds =∞. ⊓⊔



220 8 Applications to Pure Fragmentation Problems

To address the shattering problem, we use Theorem 4.3 or, more precisely,
Corollary 6.15. Denoting, as in previous sections, Lλ = R(λ,A), we see that
BLλ, given here by

[(BLλ)u](x) =

∞∫

x

a(y)b(x|y)
λ + a(y)

u(y)dy,

is everywhere defined and positive and hence, by Theorem 2.65, it is bounded.
Therefore there exists a bounded adjoint (BLλ)∗ on X∗. To find the formula
for (BLλ)∗, we choose the duality pairing between X and X∗ to be

<f, g>=

∞∫

0

f(x)g(x)dx, f ∈ X, g ∈ X∗;

thus
X∗ = {u; u is measurable and ess sup

x∈[0,∞)

x−1|u(x)| <∞}.

Formally we have

<(BLλ)u, g> =

∞∫

0

⎛
⎝

∞∫

x

a(y)b(x|y)
λ + a(y)

u(y)dy

⎞
⎠ g(x)dx

=

∞∫

0

a(y)

λ + a(y)

⎛
⎝

y∫

0

b(x|y)g(x)dx

⎞
⎠u(y)dy.

This formula is valid for nonnegative u and g by the Fubini–Tonelli theorem
and for arbitrary ones from linearity, so that

[(BLλ)∗g](y) =
a(y)

λ + a(y)

⎛
⎝

y∫

0

b(x|y)g(x)dx

⎞
⎠ . (8.55)

Theorem 8.13. Assume that limx→0+ a(x) exists (finite or infinite). Then
K = A + B if and only if for some δ > 0,

b(x|x)

a(x)
/∈ L1([0, δ]). (8.56)

Proof. According to Corollary 6.15 we have to analyse solvability in X∗ of

g(y)− a(y)

λ + a(y)

⎛
⎝

y∫

0

b(x|y)g(x)dx

⎞
⎠ = 0. (8.57)
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Similarly to the proof of Theorem 8.12, we introduce G(y) =
∫ y

0
g(x)β(x)dx

and transform (8.57) to

G′(y) =
a(y)b(y|y)
λ + a(y)

G(y). (8.58)

Thus, up to a constant,

G(y) = exp

⎛
⎝

y∫

1

a(s)b(s|s)
λ + a(s)

ds

⎞
⎠

and consequently

g(y) =
ya(y)

(λ + a(y))
y∫
0

sβ(s)ds

exp

⎛
⎝

y∫

1

a(s)b(s|s)
λ + a(s)

ds

⎞
⎠

= C
ya(y)

λ + a(y)
exp

⎛
⎝−λ

y∫

1

b(s|s)
λ + a(s)

ds

⎞
⎠ , (8.59)

for the constant C =
(∫ 1

0
sβ(s)ds

)−1

.

Let us first address the question of when g is a solution to (8.57). We have

a(y)

λ + a(y)

⎛
⎝

y∫

0

b(x|y)g(x)dx

⎞
⎠

=
ya(y)

(λ + a(y))
y∫
0

sβ(s)ds

y∫

0

xa(x)β(x)

(λ + a(x))
x∫
0

sβ(s)ds

exp

⎛
⎝

x∫

1

a(s)b(s|s)
λ + a(s)

ds

⎞
⎠ dx

= g(y)− ya(y)

(λ + a(y))
y∫
0

sβ(s)ds

lim
ǫ→0+

exp

⎛
⎝−

1∫

ǫ

a(s)b(s|s)
λ + a(s)

ds

⎞
⎠ ,

so that g is a solution of (8.57) if and only if

1∫

0

a(s)b(s|s)
λ + a(s)

ds =∞. (8.60)

On the other hand, g ∈ X∗ if and only if

|y−1g(y)| = a(y)

λ + a(y)
exp

⎛
⎝−λ

y∫

1

b(s|s)
λ + a(s)

ds

⎞
⎠ < +∞ (8.61)
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for a.a. y. Because this expression is bounded as y →∞, (8.61) is equivalent
to

a(y)

λ + a(y)
exp

⎛
⎝λ

1∫

y

b(s|s)
λ + a(s)

ds

⎞
⎠ < +∞ (8.62)

as y → 0+. Summarizing, K �= A + B if and only if (8.60) and (8.62) are
satisfied. To obtain (8.56) we note that

1∫

0

b(s|s)ds =

1∫

0

sβ(s)
s∫
0

tβ(t)dt

ds = ln

1∫

0

tβ(t)dt− lim
ǫ→0+

ln

ǫ∫

0

tβ(t)dt = +∞ (8.63)

as
∫ ǫ

0
tβ(t)dt converges to 0 with ǫ → 0 due to the integrability of tβ(t) over

any finite interval. Let b(x|x)/a(x) /∈ L1([0, δ]). Due to assumptions, a has
either a finite limit at 0, or tends to +∞. In the first case, K = A + B by
Theorem 8.5. If a tends to infinity, then a(x)/(λ + a(x)) tends to 1 and, by
assumption,

1∫

0

B(x)dx =

1∫

0

b(x|x)

a(x)

1

1 + λ/a(x)
dx = +∞,

as 1 + λ/a(x) is bounded away from zero. Thus (8.62) does not hold and
g /∈ X∗; consequently 1 /∈ σp((BLλ)∗) yielding K = A + B.

Conversely, let b(x|x)/a(x) ∈ L1([0, δ]). In this case (8.62) is satisfied.
Next, because b(x|x) is not integrable and a(x) has a limit, it must be ∞ and
therefore again a(x)/(λ + a(x)) is bounded away from zero and so (8.60) is
satisfied due to (8.63). Thus 1 ∈ σp((BLλ)∗) and consequently K �= A + B.
⊓⊔

Remark 8.14. In [123, p. 892] the authors note

We also find that the number of particles that are formed during a
breakup event does not influence the shattering transition.

This statement, by (8.56), is false in general. However, the techniques em-
ployed in the early papers allowed one to deal only with b given either by the
power law (8.14), or by (8.15), where we always have b(x|x) ∼ x−1. Hence
their statement is correct if it is restricted to these two cases.

Example 8.15. As an example, let us consider the case of arbitrary fragmen-
tation rate a(x) satisfying the condition that both (possibly infinite) limits
limx→∞,0 a(x) = l∞,0, respectively, exist and let b(x|y) = (ν + 2)xν/yν+1. In
this case β(x) = xν with ν > −2 so that

∫∞
N

sβ(s)ds =∞ and (8.47) is always
satisfied. Moreover, because b(x|x) = (ν + 2)/x, we can restate Theorem 8.12
by saying that K �= Kmax if and only if
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1

xa(x)
∈ L1([N,∞)). (8.64)

Summarizing, we have the following equivalent conditions.

K = Kmax if and only if 1/xa(x) /∈ L1([N,∞)), 0 < N < +∞
K = Kmin if and only if 1/xa(x) /∈ L1([0, δ]), 0 < δ <∞. (8.65)

Note that Theorem 8.5 ensures the conservativity (honesty) of (GK(t))t≥0

provided l0 < +∞. However, from the above conditions, it follows that there
are fragmentation rates a, infinite at x = 0, for which the fragmentation
semigroup is still conservative. Indeed, consider a(x) ∼ − lnx close to 0.
Because then 1/xa(x) /∈ L1([0, δ]), Theorem 8.13 states that in this case the
semigroup (GK(t))t≥0 is still honest.

Remark 8.16. A natural question to be asked about Theorem 8.13 is whether
the stated result K = A + B can be improved to K = A + B. One can prove
(see [87]) that in general the answer is negative. To simplify the presentation,
we confine ourselves to the power law case: a(x) = xα, b(x|y) = (ν+2)xν/yν+1,
ν > −2. From Example 8.15 we know that in this case for (GK(t))t≥0 to be
honest it is necessary and sufficient that α ≥ 0. If α = 0, then the operators A
and B are bounded and clearly K = A+B. Hence, we can assume α > 0. From
Theorem 8.13 we see that in this case 1 /∈ σp((BLλ)∗), that is, 1 /∈ σr(BLλ)
and because from Theorem 4.3(a) it follows that 1 /∈ σp(BLλ), we see that
1 ∈ σc(BLλ) ∪ ρ(BLλ). Hence, by Theorem 4.3(c), to show that K �= A + B
it suffices to show that 1 /∈ ρ(BLλ) for some λ > 0. Let us denote L1 = L and
consider the equation

fζ − ζBLfζ = 0, ζ > 0. (8.66)

Denoting uζ(x) = [Lfζ ](x) = (1 + xα)−1fζ(x), we see that uζ satisfies

uζ(x) + xαuζ(x)− ζ[Buζ ](x) = 0,

which is of the same form as Eq. (8.48). Hence, using the same approach and
formula (8.52), we obtain

fζ(x) = xν exp

⎛
⎝−ζ(ν + 2)

x∫

1

sα

s(1 + sα)
ds

⎞
⎠ = xν(1 + xα)−ζ(ν+2)/α

and fζ ∈ L1(R+, xdx) for any ζ > 1 (remember α > 0, ν > −2). To check
whether f is the solution to (8.66) we evaluate

[BLfζ ](x) = (ν + 2)xν

∞∫

x

yα−1

(1 + yα)1+ζ(ν+2)/α
dy

=
1

ζ
xν

(
− lim

y→∞
1

(1 + yα)ζ(ν+2)/α
+

1

(1 + xα)ζ(ν+2)/α

)

=
1

ζ

xν

(1 + xα)ζ(ν+2)/α
=

1

ζ
fζ(x),
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as ζ(ν + 2) > 0. Thus, we see that for any ζ > 1, fζ is an eigenvector of BL
corresponding to the eigenvalue 1/ζ and hence (0, 1) ⊂ σp(BL). Because the
spectrum of any operator is closed, we see that the value 1 ∈ σ(BL) and, by
the previous considerations, 1 ∈ σc(BL) and K �= A + B by Theorem 4.3(c).

8.3.4 Uniqueness of solutions when K �= Kmax

When K �= Kmax then, as we know, there are multiple solutions to (8.20) or,
in other words, the semigroup (GK(t))t≥0 does not capture all the solutions.
This shows that (8.20), as it stands, does not determine the whole dynam-
ics of the fragmentation process. A natural question then arises as to what
additional condition should supplement (8.20) to ensure the uniqueness of so-
lutions. One can show that for a large class of coefficients the solutions are
unique in the class of positive and mass conserving, that is, physically reason-
able, solutions. In this subsection we prove this statement for two classes of
problems: when the fragmentation rate is bounded at x = 0 and for separable
coefficient b with a such that (GK(t))t≥0 is honest. It is important to note
that (GK(t))t≥0 is also honest in the first case: for dishonest fragmentation
semigroups, mass is lost from the system at an uncontrolled rate and thus
imposing a conservativity condition does not make any sense.

We also note that for a well-researched case of power law a(x) = xα,
conditions (8.65) give an alternative: for α �= 0 the process is either honest but
has multiple solutions or is dishonest with no multiple solutions. In this case
the results obtained below ensure the uniqueness of solutions: unconditional
for α ≤ 0 (K = Kmax) or subject to the additional requirement of positivity
and conservativity of them for α > 0.

Theorem 8.17. Assume that the fragmentation rate satisfies (8.32); that is,
it is bounded on bounded intervals of [0,∞). If u is a nonnegative function
that is integrable on R+ × [0, T ], T < ∞ with respect to the measure xdxdt,
that satisfies

u(x, t) = u0(x) +

t∫

0

(−a(x)u(x, s) + [Bu](x, s)) ds, (8.67)

where u0 ∈ X+, and

∞∫

0

u(x, t)xdx =

∞∫

0

u0(x)xdx (8.68)

for any t > 0, then
u(x, t) = [GK(t)u0](x) (8.69)

for any t ≥ 0 and almost any x ∈ [0,∞).
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Proof. By Propositions 8.9 and 8.10 we have

u(x, t) ≥ [G(t)u0](x) = [GK(t)u0](x).

On the other hand, for any t > 0,

∞∫

0

(u(x, t)− [GK(t)u0](x))xdx =

∞∫

0

u(x, t)xdx−
∞∫

0

[GK(t)u0](x)xdx

=

∞∫

0

u0(x)xdx−
∞∫

0

u0(x)xdx = 0

from Theorem 8.5, and, because the integrand on the left-hand side is non-
negative, we obtain (8.69). ⊓⊔

Let us turn now to the case when b is separable, that is, given by Eq.
(8.18). This case was fully analysed in Subsection 8.3.3.

Theorem 8.18. Assume that b is given by (8.18), limx→0+ a(x) exists (finite
or infinite), and for some δ > 0,

b(x|x)

a(x)
/∈ L1([0, δ]).

If u is a nonnegative function that is integrable on R+× [0, T ], T < +∞, with
respect to the measure xdxdt, which satisfies

u(x, t) = u0(x) +

t∫

0

(−a(x)u(x, s) + [Bu](x, s)) ds, (8.70)

where u0 ∈ X+, and

∞∫

0

u(x, t)xdx =

∞∫

0

u0(x)xdx (8.71)

for any t > 0, then
u(x, t) = [GK(t)u0](x) (8.72)

for any t ≥ 0 and almost any x ∈ [0,∞).

Proof. Under the additional assumption that u(t) is a continuous function,
this theorem would follow from the results of Section 3.6. However, due to the
simplicity of the operators, it is more effective to use the ideas of that section
directly and avoid introducing the redundant assumption.

As in Section 3.6, an important role is played by the eigenproblem for the
maximal operator:
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Kmaxuλ = λuλ.

By Theorem 8.12, the only solution to this equation is given by

uλ(x) = C
b(x|x)

x(λ + a(x))
exp

⎛
⎝λ

x∫

1

b(s|s)
λ + a(s)

ds

⎞
⎠ , (8.73)

where either uλ /∈ X, in which case K = Kmax, or uλ ∈ X, whence the
eigenspace is one-dimensional. We of course focus on the second case. In par-
ticular, Kmax is closed by Proposition 3.52.

In the next step, we observe that by the integrability assumption on u and
Fubini’s theorem, u(x, t) is integrable with respect to t for almost any x and
therefore, by (8.18), Eq. (8.70) can be written as

u(x, t) = u0(x)− a(x)

t∫

0

u(x, s)ds + β(x)

t∫

0

⎛
⎝

∞∫

x

a(y)γ(y)u(y, s)dy

⎞
⎠ ds.

(8.74)
The second integral exists for any x > 0 (because if it exists for some x0, then
it must exist for any x > x0, and it actually exists for almost any x). Hence
by the Fubini–Tonelli theorem we can rewrite (8.74) as

u(x, t) = u0(x)− a(x)

t∫

0

u(x, s)ds + β(x)

∞∫

x

a(y)γ(y)

⎛
⎝

t∫

0

u(y, s)ds

⎞
⎠ dy

= u0(x) + Kmax

t∫

0

u(y, s)ds. (8.75)

However, by Corollary 8.4, GK(t)u0 is a solution to the same integral problem.
Denoting

v(t) = u(t)−GK(t)u0, (8.76)

we see that v solves

v(x, t) = −a(x)

t∫

0

v(x, s)ds + β(x)

∞∫

x

a(y)γ(y)

⎛
⎝

t∫

0

v(y, s)ds

⎞
⎠ dy

= Kmax

t∫

0

v(y, s)ds. (8.77)

By the integrability assumption on u, (8.71), and strong continuity and conser-
vativity of (GK(t))t≥0, v ∈ L1,loc(R+, X) ∩ L∞(R+, X) and we can therefore
apply the Laplace transform to (8.77), with abscissa of convergence equal at



8.3 Analysis of the Model 227

least to 0, (2.41). Denoting Vλ =
∫∞
0
e−λtv(t)dt and using the closedness of

Kmax and Proposition 2.25(c), we obtain that Vλ satisfies

λVλ = KmaxVλ,

and hence must be given by (8.73) so that for λ > 0,

∞∫

0

e−λtu(x, t)dt =

∞∫

0

e−λtGK(t)u0dt+C(λ)
b(x|x)

x(λ + a(x))
exp

⎛
⎝λ

x∫

1

b(s|s)
λ + a(s)

ds

⎞
⎠,

(8.78)
where C(λ) is a scalar function such that the whole last term is a holomorphic
function in the norm of X for ℜλ > 0. By (8.71) and positivity of u,

∞∫

0

⎛
⎝

∞∫

0

e−λtu(x, t)dt

⎞
⎠xdx =

∞∫

0

e−λt

⎛
⎝

∞∫

0

u(x, t)xdx

⎞
⎠ dt = λ−1‖u0‖,

and similarly, because the semigroup is conservative on nonnegative data, we
obtain

∞∫

0

⎛
⎝

∞∫

0

e−λt[GK(t)u0](x)dt

⎞
⎠xdx = λ−1‖u0‖.

Thus the integration of (8.78) with respect to the measure xdx yields

C(λ)

∞∫

0

b(x|x)

x(λ + a(x))
exp

⎛
⎝λ

x∫

1

b(s|s)
λ + a(s)

ds

⎞
⎠xdx = 0.

Because the integral does not vanish for any λ > 0, we get C(λ) = 0 for λ > 0.
Hence, the holomorphic for ℜλ > 0 function

λ→ C(λ)
b(x|x)

x(λ + a(x))
exp

⎛
⎝λ

x∫

1

b(s|s)
λ + a(s)

ds

⎞
⎠

vanishes for real positive λ and therefore, by the Principle of Isolated Zeros,
it is identically zero in the positive half-plane. Consequently, v(t) ≡ 0 by the
uniqueness of the Laplace transform. ⊓⊔
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Fragmentation with Growth and Decay

9.1 Preliminaries

In this chapter we discuss models in which the fragmentation occurs alongside
other mechanisms influencing evolution, such as growth or decay of clusters.
First, we describe these two cases in detail.

9.1.1 Description of the Models

As we mentioned earlier, Eq. (8.2) describes systems in which mass should be
conserved: the fragmentation process only changes the distribution of particles
with respect to their masses but does not change the total mass of the system.
However, systems which do not conserve mass during fragmentation abound.
Oxidation, melting, sublimation, and dissolution cause the exposed surface
to recede continuously, resulting in the loss of the mass of particles. The
surface recession widens the pores of a solid causing loss of connectivity and
fragmentation as the pores join each other. Thus, instead of requiring an
external break-up mechanism, fragmentation can arise from the continuous
process of surface recession destroying final bridges between different parts of
a particle. There is experimental evidence that hundreds of such fragmentation
events can occur during the oxidation of a single charcoal particle.

There are also systems in which mass loss is discrete. Typically these are
two-phase heterogeneous solids containing isolated inclusions of an explosive
phase embedded within a much slower reacting phase. In such cases we may
have both continuous and discrete mass loss. In fact, mass loss can occur
continuously during the surface recession of the slower reacting phase till an
explosive inclusion is exposed. Then discrete mass loss occurs as the mass in
this inclusion is consumed instantaneously (if compared with the rate of mass
loss during the surface recession). In this instant, fragmentation occurs in the
slow-phase regions surrounding the explosive inclusion.

The appropriate linear rate equation is a combination of (8.2) with the
term that accounts for the continuous mass loss, [63, 76, 101],
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∂tu(x, t) = −a(x)u(x, t) +

∞∫

x

a(y)b(x|y)u(y, t)dy + ∂x[r(x)u(x, t)]. (9.1)

The interpretation of u and a are the same as in (8.2); r ≥ 0 is the continuous
mass loss defined so that r(m(t)) = −dm/dt for a particle of time-dependent
mass m(t). The discrete mass loss is taken into account by the new normalizing
condition for b:

y∫

0

xb(x|y)dx = y − λ(y)y, (9.2)

where 0 ≤ λ(y) ≤ 1 gives the fraction of mass lost in explosive fragmentation of
a mass y particle. The number of daughter particles spawned by fragmentation
of a parent mass y particle is again given by (8.6).

It is also reasonable to consider the following variant of (9.1),

∂tu(x, t) = −a(x)u(x, t) +

∞∫

x

a(y)b(x|y)u(y, t)dy − ∂x[r(x)u(x, t)]. (9.3)

The streaming term −∂x[r(x)u(x, t)], where r ≥ 0, describes processes where
particles gain mass due to deposition of matter from the environment on
them but which nevertheless can undergo fragmentation caused by an ex-
ternal agent. Another important interpretation of (9.3) comes from marine
biology where it describes evolution of aggregates of phytoplankton. The ag-
gregates are structured by their size and the phytoplankton system consists of
aggregates of all possible sizes. The aggregate size can change due to the usual
birth and death of individual cells, but there are also two other mechanisms
acting at the aggregate level: splitting of an aggregate into several parts and
combining two or more aggregates into a bigger one. If we disregard the latter
process, then we are faced with the classical fragmentation process due to
external causes such as currents or turbulence and internal unspecified forces
of biotic nature on the other hand. Standard modelling leads to the equation

∂tu(x, t) = −∂x[r(x)u(x, t)]− (d(x) + a(x))u(x, t) +

∞∫

x

a(y)b(x|y)u(y, t)dy,

(9.4)
where u is the distribution of the aggregates of phytoplankton with respect
to their size/mass x, r is the birth rate, d is the death rate, and a and b have
the same interpretation as in the pure fragmentation equation.

We note that Eqs. (9.3) and (9.4) do not fit into the theory developed ear-
lier as they are not dissipative. However, as we show, under certain assump-
tions they can be reduced to such and analysed by the theory of substochastic
semigroups.
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9.1.2 Dishonesty in Fragmentation with Decay and Growth

Contrary to the pure fragmentation models, in the physical processes modelled
by the equations introduced in the previous subsection the mass/size is not
conserved throughout the evolution but rather decays or else grows according
to the laws of physics used to build the model. Taking as an example the
fragmentation process with continuous and discrete mass loss, we see that
the expected mass rate equation can be found by multiplying (9.1) by x and
integrating over [0,∞]. Thus, by (8.4) and (9.2), we obtain

d

dt
M(t) = −

∞∫

0

a(x)λ(x)u(x, t)xdx−
∞∫

0

r(x)u(x, t)dx. (9.5)

This is in agreement with the physics of the process as the terms on the
right-hand side give precisely the mass lost through, respectively, explosive
reaction and surface recession and because pure fragmentation should be mass
conserving, it should not enter into the equation describing the evolution of
the total mass of the system.

However, as for the pure fragmentation, the validity of (9.5) depends on
some properties of the solution u that have not yet been proven and in fact it
has been observed that if the fragmentation rate is unbounded as x→ 0, then
(9.5) may not hold. In other words, the total mass decreases faster than sug-
gested by (9.5). This unaccounted for mass loss, as before, is called shattering
fragmentation and it is interpreted in the same way as in pure fragmentation:
as the formation of dust of particles. However, in some earlier works, [63], the
authors conjectured that the presence of discrete and continuous mass loss
in the fragmentation precludes the unaccounted-for mass loss associated with
shattering.

Due to (9.5), fragmentation with decay yields a perfect example of a
strictly substochastic semigroup and in the first part of this chapter we show
that shattering is an example of dishonesty of such semigroups. We find suffi-
cient conditions for a fragmentation semigroup to be honest and also sufficient
conditions for it to be dishonest. These conditions collapse into a sufficient
and necessary criterion for honesty if the coefficients have a power type be-
haviour both at x = 0 and for x tending to infinity. We also show that, in
general, the conjecture that there is no unaccounted for mass loss if there are
continuous and discrete mass loss terms, is false. However, we find that the
presence of a very fast surface recession or of a nonzero explosive mass loss of
small particles can indeed prevent shattering, even if the fragmentation rate is
unbounded at 0 (which would yield shattering in pure fragmentation models);
see Theorems 9.14 and 9.15.

9.2 Fragmentation with Mass-loss

In this section we prove the solvability of the Cauchy problem for Eq. (9.1):
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∂tu(x, t) = −a(x)u(x, t) +

∞∫

x

a(y)b(x|y)u(y, t)dy + ∂x[r(x)u(x, t)],

u(x, 0) = u0(x), (9.6)

which was discussed in more detail in Subsection 9.1.1. Thus, u and a are as
in the pure fragmentation equation (8.2), the coefficient r is the rate of the
continuous mass loss, and the discrete mass loss is taken into account by the
balance equation (9.2):

y∫

0

xb(x|y)dx = y − λ(y)y,

where the coefficient λ, satisfying 0 ≤ λ(y) ≤ 1 for any y ∈ R+, gives an
average fraction of mass of the parent particle lost in fragmentation events.

Let us recall that the fragmentation rate a is supposed to satisfy (8.3);
that is, a ∈ L∞,loc((0,∞)). Hence, in particular, a is locally integrable on
(0,∞) (in fact, for the existence results we need only the latter property).
Furthermore, we assume that

r(x) > 0 on (0,∞) and r ∈ AC((0,∞)), (9.7)

where the space AC(I) of absolutely continuous functions was defined in Ex-
ample 2.3.

The occurrence of the term ∂x(ru) with differentiation with respect to the
state variable makes the solvability of (9.6) a nontrivial question, especially
because of main interest here are coefficients r that vanish at x = 0. For
example, if the surface recession rate is proportional to the surface area and
the mass is proportional to the cube of the typical dimension of a particle,
then r(x) ∼ x2/3. In such a case the differential part becomes degenerate
which, combined with other possible singularities of r allowed by (9.7) and
also possible singularities of the fragmentation rate, makes it rather difficult
to apply directly the fairly general theory of first-order equations developed
in [50, 92] and discussed in more detail in Chapter 10. Thus we have decided
on a straightforward approach that is presented below.

9.2.1 The Streaming Semigroup

As a first step towards proving the existence of the semigroup for the problem
(9.6), we establish the existence of a strongly continuous semigroup (GT (t))t≥0

associated with the streaming part of the equation:

∂tu(x, t) = ∂x[r(x)u(x, t)]− a(x)u(x, t), t > 0, x > 0,

u(x, 0) = u0(x). (9.8)
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Our primary objective is to analyse this equation in the spaceX = L1(R+, xdx)
of solutions with finite mass. However, for some applications it will be impor-
tant to have some control of the total number of particles. Due to the definition
of u, the total number of particles at an instant t is given by

N (t) =

∞∫

0

u(x, t)dx, (9.9)

and therefore solutions yielding a finite number of particles live in the space

X0 = L1(R+, dx).

Note that for the full fragmentation model N (t) may be infinite at any time.
As the calculations are practically the same for both cases (and, in fact

for other spaces corresponding to other moments of the solution), for the time
being we adopt the uniform notation

Xk = L1(R+, x
kdx), k ≥ 0. (9.10)

The norm in Xk is denoted by ‖ · ‖k; that is,

‖u‖k =

∞∫

0

|u(x)|xkdx. (9.11)

Because (8.3) and (9.7) imply that 1/r, a/r ∈ L1,loc(0,∞), their respective
antiderivatives R and Q, given by

R(x) :=

x∫

x0

1

r(s)
ds, Q(x) :=

x∫

x0

a(s)

r(s)
ds

(for fixed x0 > 0), are both absolutely continuous. Consequently, R + Q is
bounded on any compact subinterval of (0,∞), and, because the exponential
function is uniformly Lipschitz on any (fixed) compact subinterval, it fol-
lows that eλR+Q is also absolutely continuous for any fixed constant λ. Other
immediate consequences of (8.3) and (9.7) are that R is strictly increasing
(and hence invertible) on (0,∞), and Q is nondecreasing on (0,∞). Define
mR,MR,mQ, and MQ by

lim
x→0

R(x) = mR, lim
x→∞

R(x) = MR,

lim
x→0

Q(x) = mQ, lim
x→∞

Q(x) = MQ.

We note that mR and mQ can be finite or −∞, and MR and MQ can be finite
or +∞. Clearly, MR > mR and MQ > mQ, and the images of R and Q are
(mR,MR) and (mQ,MQ), respectively.
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We reformulate (9.8) as the abstract Cauchy Problem

du

dt
= Tku, t > 0,

u(0) = u0 (9.12)

posed in the Banach space Xk, where Tk is formally given by Tku = d(ru)/dx−
au. More precisely, we define

Tku := T0,ku + Aku, u ∈ D(Tk) ⊆ D(T0,k) ∩D(Ak), (9.13)

where T0,ku := d(ru)/dx and Aku := −au, and

D(T0,k) := {u ∈ Xk; ru ∈ AC((0,∞)) and
d

dx
(ru) ∈ Xk},

D(Ak) := {u ∈ Xk; au ∈ Xk}.

Our main aim in this section is to identify D(Tk) so that (Tk, D(Tk)) generates
a substochastic semigroup on Xk.

The first step in this direction is to find the resolvent of Tk, which is
formally given by the solution of the equation

λu(x) + a(x)u(x)− d

dx
(r(x)u(x)) = f(x), λ > 0. (9.14)

Let us start with possible eigenfunctions of (9.14). By direct integration we
find that the general solution to the differential equation

λu(x) + a(x)u(x)− d

dx
(r(x)u(x)) = 0, λ > 0,

is given by u(x) = Cvλ(x), where

vλ(x) =
eλR(x)+Q(x)

r(x)
= e(λ−1)R(x)v1(x). (9.15)

For such a function we have

‖vλ‖k =

∞∫

0

xkeλR(x)+Q(x)

r(x)
dx. (9.16)

This integral is finite for some choices of r and a (e.g., for r(x) = xp with
p > k + 1 and a bounded and integrable). In fact, then R(x) = x1−p/(1− p)
and

‖vλ‖k ≤ eMQ

∞∫

0

xk−p exp

(
− λ

(p− 1)xp−1

)
dx =

eMQ

p− 1

∞∫

0

e−λt/(p−1)

tk/(p−1)
dt <∞.
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In this case the multiplication by a doesn’t impose any new constraints and
because clearly (rvλ)x = avλ + λvλ, we see that vλ ∈ D(T0,k) ∩ D(Ak).
Thus (λI − Tk, D(T0,k) ∩ D(Ak)) is not invertible for λ > 0 and therefore
(Tk, D(T0,k) ∩ D(Ak)) cannot be the generator of a C0-semigroup in such a
case. Hence our first aim is to determine the domain D(Tk) of Tk for which
(λI − Tk, D(Tk)) is invertible for all λ > 0 and functions r and a satisfying
(8.3) and (9.7).

Lemma 9.1. For each λ > 0, let

Jk(λ) :=

∞∫

0

xkvλ(x)dx = ‖vλ‖k, (9.17)

where vλ is given by (9.15). Let us fix some k ≥ 0.

(a) If MR =∞, then Jk(λ) =∞ for all λ > 0.
(b) If Jk(λ) < +∞ for some λ > 0, then MR <∞.
(c) Jk(λ) <∞ for any λ > 0 if and only if Jk(1) <∞.
(d) For any u ∈ D(T0,k) ∩D(Ak) and MR < +∞,

lim
x→∞

u(x)

vλ(x)
= 0 if and only if lim

x→∞
u(x)

v1(x)
= 0.

(e) If Jk(λ) =∞, then limx→∞ u(x)/vλ(x) = 0.

Proof. (a) and (b). Because xk exp(λR(x) +Q(x)) is positive and increasing,
we obtain

Jk(λ) ≥
∞∫

x0

xkvλ(x)dx ≥ xk
0e

λR(x0)+Q(x0)

∞∫

x0

dx

r(x)
= xk

0e
λR(x0)+Q(x0)MR,

from which both (a) and (b) follow immediately.
(c) and (d). If MR <∞, then

lim
x→∞

e(λ−1)R(x) = e(λ−1)MR ∈ (0,∞), (9.18)

and therefore for any y > 0

∞∫

y

xkvλ(x)dx <∞ if and only if

∞∫

y

xkv1(x)dx <∞.

Because for any λ > 0

y∫

0

xkvλ(x)dx =
1

λ

y∫

0

xkeQ(x) d

dx

(
eλR(x)

)
dx ≤ yk

λ
eQ(y)

(
eλR(y) − eλmR

)

(9.19)
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we obtain (c). The result stated in (d) also follows directly from (9.15) and
(9.18).

(e) Let Jk(λ) =∞ and let u ∈ D(T0,k) ∩D(Ak). Then, for y > 0,

∞∫

y

e−λR(x)−Q(x) d

dx
(r(x)u(x))dx <∞. (9.20)

Furthermore, ru and e−λR−Q are absolutely continuous and so the left-hand
side of (9.20) can be integrated by parts to produce

[e−λR(x)−Q(x)r(x)u(x)]∞y −
∞∫

y

d

dx

(
e−λR(x)−Q(x)

)
r(x)u(x)dx

= lim
x→∞

u(x)

vλ(x)
− u(y)

vλ(y)
+

∞∫

y

(λ + a(x))u(x)dx, (9.21)

from which we deduce that limx→∞ u(x)/vλ(x) = L < ∞. Suppose L �= 0.
Then there exist C > 0 and y > 0 such that |u(x)|/vλ(x) ≥ C for all x ≥ y in
which case

∞∫

y

xkvλ(x)dx =

∞∫

y

xk|u(x)| vλ(x)

|u(x)|dx ≤
1

C

∞∫

0

xk|u(x)|dx <∞.

Thus, it follows from (9.19) that Jk(λ) <∞, contrary to the assumption. ⊓⊔
The results given in the previous lemma suggest that we define D(Tk) ⊆

D(T0,k) ∩D(Ak) by

D(Tk) :=

{
D(T0,k) ∩D(Ak) if Jk(1) = +∞
{u ∈ D(T0,k) ∩D(Ak); lim

x→∞
u(x)
v1(x) = 0} if Jk(1) < +∞,

(9.22)

where v1 and Jk(1) are given by (9.15) and (9.17), respectively. Note that
(λI − Tk, D(Tk)) is invertible and that the condition

lim
x→∞

u(x)

v1(x)
= 0, u ∈ D(Tk), (9.23)

is always satisfied, irrespective of whether MR and Jk(1) are finite or infinite.

Lemma 9.2. For each λ > 0, let Rk(λ) be defined by

(Rk(λ)f)(x) :=

∞∫

x

Gλ(x, y)
f(y)

r(y)
dy, f ∈ Xk, x > 0, (9.24)

where Gλ(x, y) = vλ(x)/vλ(y). Then Rk(λ) is the resolvent of Tk.
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Proof. For f ∈ X and λ > 0 we have, by the Fubini–Tonelli theorem,

‖Rk(λ)f‖k ≤
∞∫

0

∞∫

x

xkGλ(x, y)|f(y)|
r(y)

dydx =

∞∫

0

yk|f(y)|
r(y)

⎛
⎝

y∫

0

xkGλ(x, y)

yk
dx

⎞
⎠

≤ 1

λ

∞∫

0

yk|f(y)|dy =
1

λ
‖f‖k, (9.25)

where the last inequality follows, by (9.19), from

y∫

0

xkGλ(x, y)

yk
dx =

1

ykvλ(y)

y∫

0

xkvλ(x)dx ≤ 1

λ
.

Hence Rk(λ) is a bounded operator on Xk with ‖Rk(λ)‖k ≤ 1/λ.
Next we note that

∞∫

0

a(x)xk|(Rk(λ)f)(x)|dx ≤
∞∫

0

yk|f(y)|

⎛
⎝ 1

ykr(y)vλ(y)

y∫

0

xka(x)vλ(x)dx

⎞
⎠ dy.

Because

y∫

0

xka(x)vλ(x)dx =

y∫

0

xkeλR(x) d

dx

(
eQ(x)

)
dx ≤ ykeλR(y)

(
eQ(y) − emQ

)

≤ ykr(y)vλ(y),

we deduce that ‖AkRk(λ)f‖k ≤ ‖f‖k for each f ∈ Xk and λ > 0, and so
Rk(λ)Xk ⊆ D(Ak). Next we observe that, for f ∈ Xk,

r(x)(Rk(λ)f)(x) = eλR(x)+Q(x)

∞∫

x

e−λR(y)−Q(y)f(y)dy,

and both eλR+Q and the integral (as the function of its lower limit) are abso-
lutely continuous and bounded on any compact subinterval of (0,∞). There-
fore rRk(λ)f ∈ AC((0,+∞)). Moreover, for all f ∈ Xk,

T0,kRk(λ)f =
d

dx
(rRk(λ)f) = (λI −Ak)Rk(λ)f − f, (9.26)

so that Rk(λ)Xk ⊆ D(T0,k) and hence Rk(λ)Xk ⊆ D(T0,k) ∩ D(Ak) for all
λ > 0. If Jk(1) = ∞, we deduce immediately that Rk(λ)Xk ⊆ D(Tk). If
Jk(1) <∞, then

∣∣∣∣
(Rk(λ)f)(x)

vλ(x)

∣∣∣∣ ≤
∞∫

x

e−λR(y)−Q(y)|f(y)|dy ≤ e−λR(x)−Q(x)

xk

∞∫

x

yk|f(y)|dy → 0
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as x→∞ and again Rk(λ)Xk ⊆ D(Tk) for all λ > 0.
Finally, it follows from (9.26) that for all f ∈ Xk,

(λI−Tk)Rk(λ)f =(λI−T0,k−Ak)Rk(λ)f =(λI−Ak)Rk(λ)f−T0,kRk(λ)f =f.

Also, for u ∈ D(Tk), integration by parts yields

(Rk(λ)T0,ku)(x) =

∞∫

x

Gλ(x, y)

r(y)

d

dy
(r(y)u(y))dy

= [Gλ(x, y)u(y)]∞x −
∞∫

x

r(y)u(y)
d

dy

(
Gλ(x, y)

r(y)

)
dy = vλ(x) lim

y→∞
u(y)

vλ(y)
−u(x)

+ vλ(x)

∞∫

x

(λ + a(y))e−λR(y)−Q(y)u(y)dy = (Rk(λ)(λI −Ak)u)(x)− u(x).

Consequently,

Rk(λ)(λI − T0,k −Ak)u = −Rk(λ)T0,ku +Rk(λ)(λI −Ak)u = u,

for any u ∈ D(Tk), and the lemma is proved. ⊓⊔

Theorem 9.3. The operator (Tk, D(Tk)) is the generator of a strongly con-
tinuous positive semigroup of contractions, say (GTk

(t))t≥0, on Xk.

Proof. This follows immediately from Lemma 9.2, the positivity of Rk(λ),
and the Hille–Yosida theorem. ⊓⊔

To complete our analysis of (9.12), we now find an explicit formula for
(GTk

(t))t≥0. If we define

Y (t, x) := R−1(R(x) + t), x > 0, 0 ≤ t < MR −R(x),

then direct integration of (9.8) leads to the solution

u(x, t) = e(
∫

t
0
(r′−a)(Y (s,x))ds)u0(Y (t, x)) =

eQ(x)r(Y (t, x))u0(Y (t, x))

eQ(Y (t,x))r(x)
,

(9.27)
where the second equality of (9.27) is obtained by using the identities:

d

ds
ln r(Y (s, x)) =

r′(Y (s, x))

r(Y (s, x))

dY

ds
= r′(Y (s, x))

and
t∫

0

a(Y (s, x))ds =

Y (t,x)∫

x

a(σ)

r(σ)
dσ = Q(Y (t, x))−Q(x). (9.28)
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If MR is finite, then (9.27) is not defined for all t > 0. To enable a semigroup
to be defined in such cases we must find a suitable extension beyond the
stipulated limits of t. To do this we observe that Y (t, x) approaches +∞ as
R(x)+t approaches MR and thus, by (9.22), u(x, t) converges to zero (at least
for u0 ∈ D(Tk)). Thus a reasonable candidate for the semigroup is

[Z(t)u0](x) =

{
eQ(x)r(Y (t,x))u0(Y (t,x))

eQ(Y (t,x))r(x)
for R(x) + t < MR,

0 for R(x) + t ≥MR.
(9.29)

Theorem 9.4. For any u0 ∈ Xk the function (t, x)→ [Z(t)u0](x) is a repre-
sentation of the semigroup (GTk

(t))t≥0 in the sense that for almost any t > 0
and x > 0

[GTk
(t)u0](x) = [Z(t)u0](x).

If u0 ∈ D(Tk), then the equality holds for any t ≥ 0 and x > 0.

Proof. Let us fix u0 ∈ Xk. For almost any fixed x > 0, the function t →
[Z(t)u0](x) is measurable and has the Laplace transform

∞∫

0

e−λt[Z(t)u0](x)dt =

MR−R(x)∫

0

e−λt+Q(x)−Q(Y (t,x))r(Y (t, x))u0(Y (t, x))

r(x)
dt

=
eλR(x)+Q(x)

r(x)

∞∫

x

e−λR(z)−Q(z)u0(z)dz, (9.30)

where the change of variables z = Y (t, x) = R−1(R(x) + t) has been used to
obtain the last formula. On the other hand, from Theorem 9.3, we have for
any u0 ∈ Xk,

∞∫

0

e−λtGTk
(t)u0dt = (λI − Tk)−1u0 = Rk(λ)u0 in Xk.

Xk is a space of type L for any k (see Theorem 2.39) and t → GTk
(t)u0 is

continuous, therefore there is a measurable representation (GTk
(t)u0)(x) for

which we have, for almost all x > 0,

∞∫

0

e−λt(GTk
(t)u0)(x)dt =

⎡
⎣

∞∫

0

e−λtGTk
(t)u0dt

⎤
⎦ (x) = [Rk(λ)u0] (x)

=
eλR(x)+Q(x)

r(x)

∞∫

x

e−λR(z)−Q(z)u0(z)dz. (9.31)

As both [GTk
(t)u0](x) and [Z(t)u0](x) are clearly locally integrable with re-

spect to t on [0,∞) for almost any x > 0 and the abscissae of convergence
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of the Laplace integrals are equal to 0, from the uniqueness of the Laplace
transform (see Theorem 2.24) we infer that

[GTk
(t)u0](x) = [Z(t)u0](x), for a.a. t > 0, x > 0, (9.32)

so that [Z(t)u0](x) is a representative of GTk
(t)u0.

If u0 ∈ D(T ), then from the definition of D(T0,k) and the strict positivity
of r we obtain that u0 is continuous on (0,∞) so that by the discussion
preceding (9.29), [Z(t)u0](x) is continuous in t ∈ (0,∞) for any x > 0. On the
other hand, for u0 ∈ D(Tk), GTk

(t)u0 is a differentiable X-valued function so
that, by Theorem 2.40, a representative [GTk

(t)u0](x) can be selected to be
continuous in t for any x > 0. Repeating the previous argument we obtain
the validity of (9.32) for any t > 0 and x > 0. The extension to t = 0 can be
done by continuity as u0(Y (t, x)) is continuous at t = 0 provided x > 0. ⊓⊔

From Theorems 9.3 and 9.4 we can state immediately that the Cauchy
problem (9.12) has a classical solution u : [0,∞) → X+, given by u(t) :=
GTk

(t)u0 = Z(t)u0, for all u0 ∈ D(Tk)+. By further restricting u0 to be an
absolutely continuous function with support in [0, N ], N < ∞, it is possible
to show by direct but lengthy calculations that u(x, t) := [Z(t)u0](x) satisfies
the initial value problem (9.8) for almost all t > 0 and x > 0.

Streaming Equation with Finite Mass Range

In some applications it is important to consider the fragmentation problem
with mass range restricted to [0, N ], 0 < N <∞. In this paragraph we see that
the theory developed above for Eq. (9.8) on the half-line can be easily adapted
to the case when x is allowed to change only over a finite interval. Because we
are interested in possibly all values of N , we still keep the assumption (9.7).

In what follows we define

XN,k = L1([0, N ], xkdx), (9.33)

with the standard norm abbreviated by ‖·‖N,k. By T0,N,k and AN,k we denote
the restrictions of the operators T0,k and Ak, respectively, to the domains

D(T0,N,k) := {u ∈ XN,k; ru ∈ AC((0, N ]),
d

dx
(ru) ∈ XN,k and u(N) = 0},

D(AN,k) := {u ∈ XN,k; au ∈ XN,k}, (9.34)

where the last condition in the definition of D(T0,N,k) stems from the fact that
the flow occurs to the left and we need a boundary condition at the starting
point for the streaming problem to be well posed. Let us first point out that
the solutions of the eigenvalue problem

λu(x) + a(x)u(x)− d

dx
(r(x)u(x)) = 0, λ > 0,

u(N) = 0
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are trivial because, as before, they must be given by scalar multiples of

vλ(x) =
eλR(x)+Q(x)

r(x)
;

see (9.15). Thus Lemma 9.1 is irrelevant and, defining

TN,ku := T0,N,ku + AN,ku, D(TN,k) = D(T0,N,k) ∩D(AN,k),

we can proceed directly to the generation theorem.

Theorem 9.5. The operator (TN,k, D(TN,k)) is the generator of a strongly
continuous positive semigroup of contractions, say (GTN,k

(t))t≥0, on XN,k.

Proof. For each λ > 0, let us define RN,k(λ) by

(RN,k(λ)f)(x) :=

∞∫

x

Gλ(x, y)
f(y)

r(y)
dy, f ∈ XN,k, x > 0, (9.35)

where Gλ(x, y) = vλ(x)/vλ(y). As in the proof of Lemma 9.2 we have

‖RN,k(λ)f‖k ≤
N∫

0

N∫

x

xkGλ(x, y)|f(y)|
r(y)

dydx =

N∫

0

yk|f(y)|
r(y)

⎛
⎝

y∫

0

xkGλ(x, y)

yk
dx

⎞
⎠

≤ 1

λ

N∫

0

yk|f(y)|dy =
1

λ
‖f‖k (9.36)

with the second inequality following from (9.19). Hence

‖RN,k(λ)‖N,k ≤ 1/λ. (9.37)

In the same way as in Lemma 9.2 we deduce that ‖AN,kRN,k(λ)f‖N,k ≤
‖f‖N,k for each f ∈ XN,k and λ > 0, and hence RN,k(λ)XN,k ⊆ D(AN,k);
also using exactly the same argument, rRN,k(λ)f ∈ AC((0, N ]) and, for all
f ∈ XN,k,

T0,N,kRN,k(λ)f = (rRN,k(λ)f)′ = (λIN −AN,k)RN,k(λ)f − f. (9.38)

Because [RN,k(λ)f ](N) = 0 for f ∈ XN,k, we see that RN,k(λ)XN,k ⊆
D(T0,N,k) and hence RN,k(λ)XN,k ⊆ D(TN,k) = D(T0,N,k) ∩ D(AN,k) for
all λ > 0. Finally, again with no changes, it follows from (9.38) that for all
f ∈ XN,k

(λI − TN,k)RN,k(λ)f = (λIN − T0,N,k −AN,k)RN,k(λ)f

= (λIN −AN,k)RN,k(λ)f − T0,N,kRN,k(λ)f = f.
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Also, for u ∈ D(TN,k), integration by parts yields

(RN,k(λ)T0,N,ku)(x) =

N∫

x

Gλ(x, y)

r(y)

d

dy
(r(y)u(y))dy

= [Gλ(x, y)u(y)]Nx −
N∫

x

r(y)u(y)
d

dy

(
Gλ(x, y)

r(y)

)
dy

= −u(x) + vλ(x)

N∫

x

(λ + a(x))e−λR(y)−Q(y)u(y)dy

= (RN,k(λ)(λIN −AN,k)u)(x)− u(x),

and consequently,

RN,k(λ)(λI − T0,N,k −AN,k)u = −RN,k(λ)T0,N,ku +RN,k(λ)(λI −A)u = u,

for any u ∈ D(TN,k) so that RN,k(λ) is the resolvent of TN,k. The theorem
then follows, by (9.37), from the Hille–Yosida theorem (Theorem 3.5), and
the positivity of RN,k(λ). ⊓⊔

Corollary 9.6. If the semigroup (GTk
(t))t≥0 exists in Xk, then

GTN,k
(t)f = GTk

|XN,k
(t)f, f ∈ XN,k, t ≥ 0. (9.39)

Proof. The statement follows from

RN,k(λ)f = Rk(λ)|XN,k
f, f ∈ XN,k, λ > 0,

the exponential formula (3.22), and because XN,k is a closed subspace of Xk.
⊓⊔

9.2.2 Well-posedness Results for the Full Semigroup

Having established the existence of a substochastic semigroup (GT (t))t≥0 as-
sociated with the streaming initial value problem (9.8), we now turn our at-
tention to the full mass-loss fragmentation problem (9.6) and show that it
can be analysed using the theory of substochastic semigroups. In this section
we only work in the space L1(R+, xdx) so we revert to the previous notation
and call this space X also dropping the subscript k from the notation of the
operators. Rewriting (9.6) as an abstract Cauchy problem, we obtain

du

dt
= Tu + Bu, t > 0,

u(0) = u0. (9.40)
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Throughout T ⊆ T0 + A is defined by (9.13), and B is given by

(Bu)(x) :=

∞∫

x

a(y)b(x|y)u(y)dy, f ∈ D(B), (9.41)

where b satisfies (9.2) and D(B) = D(A) = {u ∈ X, au ∈ X}.
Lemma 9.7. For any u ∈ D(T ) we have

∞∫

0

(Tu + Bu)xdx = −c(u), (9.42)

where

c(u) =

∞∫

0

r(x)u(x)dx +

∞∫

0

λ(x)a(x)u(x)xdx. (9.43)

Proof. Let u ∈ D(T ). Then u = (I − T )−1f for some u ∈ X and we obtain,
as in (9.26),

(T0(I − T )−1f)(x) =
1 + a(x)

r(x)
eR(x)+Q(x)

∞∫

x

e−R(y)−Q(y)f(y)dy − f(x).

Now

∞∫

0

⎛
⎝1 + a(x)

r(x)
eR(x)+Q(x)

∞∫

x

e−R(y)−Q(y)f(y)dy

⎞
⎠xdx

=

∞∫

0

e−R(y)−Q(y)f(y)

⎛
⎝

y∫

0

1 + a(x)

r(x)
eR(x)+Q(x)xdx

⎞
⎠ dy,

where

y∫

0

1 + a(x)

r(x)
eR(x)+Q(x)xdx =

y∫

0

x
d

dx
eR(x)+Q(x)dx

= yeR(y)+Q(y) −
y∫

0

eR(x)+Q(x)dx.

Hence

∞∫

0

T0(I − T )−1f(x)xdx =

∞∫

0

f(y)ydy
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−
∞∫

0

e−R(y)−Q(y)f(y)

⎛
⎝

y∫

0

eR(x)+Q(x)dx

⎞
⎠ dy −

∞∫

0

f(y)ydy =

−
∞∫

0

eR(x)+Q(x)

⎛
⎝

∞∫

x

e−R(y)−Q(y)f(y)dy

⎞
⎠ dx

= −
∞∫

0

r(x)((I − T )−1f)(x)dx.

Because D(T ) ⊆ D(T0) ∩D(A), it follows that (I − T )−1f ∈ D(T0) ∩D(A)
and therefore, using (9.2), we deduce that

∞∫

0

(Tu + Bu)(x)xdx =

∞∫

0

(T0u + Au + Bu)(x)xdx

= −
∞∫

0

r(x)((I − T )−1f)(x)dx−
∞∫

0

xa(x)((I −A)−1f)(x)dx

+

∞∫

0

x

⎛
⎝

∞∫

x

a(y)b(x|y)u(y)dy

⎞
⎠ dx=−

∞∫

0

r(x)u(x)dx−
∞∫

0

λ(x)a(x)u(x)xdx

= −c(f).

⊓⊔

Theorem 9.8. Let r and a satisfy (8.3) and (9.7). Then there exists a small-
est substochastic semigroup, say (GK(t))t≥0, generated by an extension K of
T + B.

Proof. This follows immediately from Theorem 5.17 and Lemma 9.7, as
−c(u) ≤ 0 for u ∈ D(T )+. ⊓⊔

To find out whether (GK(t))t≥0 is honest, we apply the extension tech-
niques of Section 6.3. To this end we have to identify the operator extensions
defined there in the present context.

For u ∈ D(T ) := {u ∈ L1(R+, xdx); ru ∈ AC((0,+∞))} we denote

[T u](x) = (r(x)u(x))x − a(x)u(x); (9.44)

thus T : D(T )→ Ef , where the space Ef was defined in (6.3). As in Subsection
8.3.1, we denote by B the operator defined by the expression

[Bu](x) =

∞∫

x

a(y)b(x|y)u(y)dy, (9.45)
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on

D(B) = {u ∈ L1(R+, xdx); [Bu+](x) < +∞, [Bu−](x) < +∞ a.e.}.

Using these two concepts we can define an operator that can be thought of as
the maximal extension of T + B in X:

[Ku](x) := [T u](x) + [Bu](x) (9.46)

with the domain

D(K) = {u ∈ D(T ) ∩D(B); x→ [Ku](x) ∈ L1(R+, xdx)}.

In a similar way we consider the operator L extending R(1, A) and defined by

[Lf ](x) :=
eR(x)+Q(x)

r(x)

∞∫

x

e−R(y)−Q(y)f(y)dy, (9.47)

that is considered on

D(L) = {u ∈ Ef ; [Lu+](x) < +∞, [Lu−](x) < +∞ a.e.}.

Because R(1, T ) = (I − T )−1 is an integral operator with a positive kernel,
Lebesgue’s monotone convergence theorem yields that the operator L, defined
by (6.38), is given by the same integral expressions as both R(1, T ) and L in
(9.47) but on the domain consisting of those measurable functions for which
the respective integral defines a function in X. Therefore, L ⊂ L because Lf
is not required to belong to X. In a similar way, we note that B = B where
B is defined by (6.37). It is not clear at this time whether K is indeed an
extension of K. This is ascertained in the next lemma.

Lemma 9.9.
K ⊂ K.

Proof. Let us recall that, by Theorem 6.20 and (6.45), for every u ∈ D(K)
we have Ku = Tu+ Bu = Tu+Bu. Thus it is sufficient to prove that T ⊂ T .
Because for an arbitrary f ∈ F, Lf is defined by Lf = Lf+−Lf−, it is enough
to consider only f ≥ 0. Let f ∈ F+ and u = Lf ∈ X+. Because L is given by
the same integral expression as L, we obtain that

u(x) =
eR(x)+Q(x)

r(x)

∞∫

x

e−R(y)−Q(y)f(y)dy, (9.48)

for a.a. x, where u, being an integrable function, is finite almost everywhere.
But this means that

∫∞
x
e−R(y)−Q(y)f(y)dy is finite almost everywhere. In
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particular, this implies that for each ǫ > 0 there is xǫ ∈ (0, ǫ) such that
0 ≤ u(xǫ) < +∞. Because Lebesgue integrability over a given set implies inte-
grability over any measurable subset of it, we see that y → e−R(y)−Q(y)f(y) ∈
L1([α,∞), dy) for any α > 0. But this means that

∫∞
x
e−λR(y)−Q(y)f(y)dy is

absolutely continuous and because the same is true for the factor eλR(x)+Q(x)

(which is additionally bounded over compact subsets of (0,∞)) we see that
ru ∈ AC((0,+∞)); that is, u ∈ D(T ). Thus we can differentiate ru almost
everywhere obtaining T u = u− f = Tu. ⊓⊔

Corollary 9.10. If u0 ∈ D(K), then there is a representation u(x, t) of
GK(t)u0 satisfying (9.1) for almost any x > 0, t > 0.

Proof. In view of Lemma 9.9, the proof is analogous to the proof of the second
part of Theorem 8.3. ⊓⊔

We need a few technical results.

Lemma 9.11. If f ∈ E+ is such that Lf ∈ X, then Lf is continuous on R+

and f ∈ L1([α,N ], xdx) for any 0 < α < N <∞.

Proof. The proof of continuity (and even absolute continuity) of Lf on R+

follows as in Lemma 9.9. Applying the Fubini–Tonelli theorem to (9.48) with
u = Lf we obtain

∞∫

0

(Lf)(x)xdx =

∞∫

0

yf(y)

⎛
⎝e−R(y)−Q(y)

y

y∫

0

xeR(x)+Q(x)

r(x)
dx

⎞
⎠ dy.

The function ψ(y) = y−1e−R(y)−Q(y)
∫ y

0
(r(x))−1xeR(x)+Q(x)dx is continuous

and nonnegative, and the only points where it may be zero are at y = 0 or
as y → ∞. Hence it is strictly positive on any compact interval [α,N ] with
0 < α < N < +∞ and therefore f ∈ L1([α,N ], xdx). ⊓⊔

Lemma 9.12. Let B and L be the extensions introduced above. If, for some
f ∈ D(L)+, both f and BLf belong to L1([α,N ], xdx), then

N∫

α

(−f(x) + [BLf ](x) + [Lf ](x))xdx = Nr(N)[Lf ](N)− αr(α)[Lf ](α)

−
N∫

α

a(y)[Lf ](y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ dy +

∞∫

N

a(y)[Lf ](y)

⎛
⎝

N∫

α

b(x|y)xdx

⎞
⎠ dy

−
N∫

α

r(x)[Lf ](x)dx−
N∫

α

xλ(x)a(x)[Lf ](x)dx. (9.49)
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Proof. Changing the order of integration by the Fubini–Tonelli theorem we
obtain

N∫

α

[BLf ](x)xdx =

N∫

α

⎛
⎝

∞∫

x

a(y)b(x|y)[Lf ](y)dy

⎞
⎠xdx

=

N∫

α

a(y)[Lf ](y)

⎛
⎝

y∫

α

b(x|y)xdx

⎞
⎠ dy +

∞∫

N

a(y)[Lf ](y)

⎛
⎝

N∫

α

b(x|y)xdx

⎞
⎠ dy

=

N∫

α

ya(y)[Lf ](y)dy −
N∫

α

yλ(y)a(y)[Lf ](y)dy

−
N∫

α

a(y)[Lf ](y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ dy +

∞∫

N

a(y)[Lf ](y)

⎛
⎝

N∫

α

b(x|y)xdx

⎞
⎠ dy

= −
N∫

α

y[Lf ](y)dy +

N∫

α

y(1 + a(y))[Lf ](y)dy −
N∫

α

yλ(y)a(y)[Lf ](y)dy

−
N∫

α

a(y)[Lf ](y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ dy +

∞∫

N

a(y)[Lf ](y)

⎛
⎝

N∫

α

b(x|y)xdx

⎞
⎠ dy

= −I1 + I2 − I3 − I4 + I5, (9.50)

where we used (9.2) to get
∫ y

α
b(x|y)xdx =

∫ y

0
b(x|y)xdx −

∫ α

0
b(x|y)xdx =

y − λ(y)y −
∫ α

0
b(x|y)xdx. Next

I2 =

N∫

α

y(1 + a(y))

⎛
⎝eR(y)+Q(y)

r(y)

∞∫

y

e−R(z)−Q(z)f(z)dz

⎞
⎠ dy

=

N∫

α

e−R(z)−Q(z)f(z)

⎛
⎝

z∫

α

y
d

dy
eR(y)+Q(y)dy

⎞
⎠ dz

+

∞∫

N

e−R(z)−Q(z)f(z)

⎛
⎝

N∫

α

y
d

dy
eR(y)+Q(y)dy

⎞
⎠ dz

=

N∫

α

e−R(z)−Q(z)f(z)

⎛
⎝zeR(z)+Q(z) − αeR(α)+Q(α) −

z∫

α

eR(y)+Q(y)dy

⎞
⎠ dz

+

+∞∫

N

e−R(z)−Q(z)f(z)

⎛
⎝NeR(N)+Q(N) − αeR(α)+Q(α)−

N∫

α

eR(y)+Q(y)dy

⎞
⎠dz
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=

N∫

α

f(z)zdz − αeR(α)+Q(α)

∞∫

α

e−R(z)−Q(z)f(z)dz

+NeR(N)+Q(N)

+∞∫

N

e−R(z)−Q(z)f(z)dz

−
N∫

α

e−R(z)−Q(z)f(z)

⎛
⎝

z∫

α

eR(y)+Q(y)dy

⎞
⎠ dz

−
+∞∫

N

e−R(z)−Q(z)f(z)

⎛
⎝

N∫

α

eR(y)+Q(y)dy

⎞
⎠ dz

=

N∫

α

f(z)zdz − αr(α)[Lf ](α) + Nr(N)[Lf ](N)−
N∫

α

r(x)[Lf ](x)dx, (9.51)

because

N∫

α

r(x)[Lf ](x)dx =

N∫

α

⎛
⎝eR(x)+Q(x)

∞∫

x

e−R(z)−Q(z)f(z)dz

⎞
⎠ dx

=

N∫

α

e−R(z)−Q(z)f(z)

⎛
⎝

z∫

α

eR(y)+Q(y)dy

⎞
⎠ dz

+

∞∫

N

e−R(z)−Q(z)f(z)

⎛
⎝

N∫

α

eR(y)+Q(y)dy

⎞
⎠ dz.

Combining (9.50) with (9.51) we get (9.49). ⊓⊔

Corollary 9.13. If u ∈ D(K), then

∞∫

0

[Ku](x)xdx = lim
α→0+,N→+∞

⎛
⎝−αr(α)u(α)−

N∫

α

a(y)u(y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ dy

+Nr(N)u(N) +

∞∫

N

a(y)u(y)

⎛
⎝

N∫

α

b(x|y)xdx

⎞
⎠ dy

⎞
⎠

−
∞∫

0

r(x)u(x)dx−
∞∫

0

xλ(x)a(x)u(x)dx. (9.52)
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Proof. Let u ∈ D(K). Following Remark 6.21, we can find positive elements
D(K)+ ∋ ū± = R(1,K)g±, g± ∈ X+ and the corresponding elements f̄± ∈ F+

such that ū± = Lf̄±. Thus, as in the proof of Theorem 6.22, we obtain Kū± =
Lf̄± − f̄± + BLf̄±. Using Lemma 9.11, we find that f̄± ∈ L1([α,N ], xdx) for
any 0 < α < N < +∞, so that we can use Lemma 9.12 for both f̄±. Thus,
subtracting and changing Lf into u we obtain

N∫

α

[Ku](x)xdx = −αr(α)u(α)−
N∫

α

a(y)u(y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠dy + Nr(N)u(N)

+

∞∫

N

a(y)u(y)

⎛
⎝

N∫

α

b(x|y)xdx

⎞
⎠ dy −

N∫

α

r(x)u(x)dx−
N∫

α

xλ(x)a(x)u(x)dx.

Because Ku ∈ X, the left-hand side converges to the integral over [0,∞).
Similarly, the last two integrals converge to c(u) by (9.42) and Theorem 6.8,
so that (9.52) is proved. ⊓⊔

The first result on honesty of solutions to (8.48) was obtained in [38]. Here
we show how it fits into the general theory.

Theorem 9.14. Let us assume that r satisfies (9.7) and a, in addition to
(8.3), is continuous on (0, η) for some η > 0. If

lim
x→0+

(
r(x)

x
+ a(x)

)
< +∞, (9.53)

then K = T + B and thus (GK(t))t≥0 is honest.
Moreover, if there is λ0 > 0 such that λ0 ≤ λ(y) for all y ≥ 0, then

K = T + B, irrespective of (9.53).

Proof. This theorem follows easily from the considerations above as using
condition (9.53) we obtain, by l’Hospital’s rule, limy→0+ ψ(y) > 0, where ψ
was defined in Lemma 9.11. Thus f ∈ L([0, N ], xdx) for any N < +∞ and
then in (9.50) we can put α = 0 so that the second and third terms on the
right-hand side of (9.49) will disappear. This gives

∞∫

0

[Ku](x)xdx = lim
N→+∞

⎛
⎝Nr(N)u(N) +

∞∫

N

a(y)u(y)

⎛
⎝

N∫

0

b(x|y)xdx

⎞
⎠ dy

⎞
⎠

−
∞∫

0

r(x)u(x)dx−
∞∫

0

xλ(x)a(x)u(x)dx, (9.54)

where the last two terms give c(u) so that (6.30) is obviously satisfied.
To prove the second statement we note that c(u) is finite for u ∈ D(K)

by Theorem 6.15. In view of Remark 6.21 we can restrict our considerations
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to u = Lf , f ∈ F+ with u ∈ D(K)+. In particular, the last term in (9.54) is
finite and therefore ∞∫

0

xa(x)u(x)dx < +∞ (9.55)

provided λ(y) ≥ λ0 > for all y. From the Fubini–Tonelli theorem we obtain,
as in the proof of (9.50) in Lemma 9.12,

N∫

α

[BLf ](x)xdx =

N∫

α

⎛
⎝

∞∫

x

a(y)b(x|y)[Lf ](y)dy

⎞
⎠xdx

=

N∫

α

a(y)[Lf ](y)

⎛
⎝

y∫

α

b(x|y)xdx

⎞
⎠ dy +

∞∫

N

a(y)[Lf ](y)

⎛
⎝

N∫

α

b(x|y)xdx

⎞
⎠ dy

=

N∫

α

ya(y)[Lf ](y)dy −
N∫

α

yλ(y)a(y)[Lf ](y)dy,

whence, by (9.55),

∞∫

0

(BLf)(x)xdx =

∞∫

0

a(y)(Lf)(y)ydy −
∞∫

0

a(y)(Lf)(y)λ(y)ydy.

Therefore BLf ∈ X which leads, via (6.58), to f ∈ X. If we now apply (6.41)
we obtain u = Lf ∈ D(A) which yields the stated result. ⊓⊔

Another class of coefficients yielding an honest semigroup is given next.

Theorem 9.15. If for any N < +∞ there is MN < +∞ such that

sup
x∈[0,N ]

xa(x)

r(x)
= MN , (9.56)

then K = T + B.

Proof. Let us first consider functions u ∈ D(K)+ with support in [0, N ] for
some N > 0. For such functions, (9.52) takes the form

∞∫

0

[Ku](x)xdx = lim
α→0+

⎛
⎝−αr(α)u(α)−

N∫

α

a(y)u(y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ dy

⎞
⎠

−
N∫

0

r(x)u(x)dx−
N∫

0

xλ(x)a(x)u(x)dx. (9.57)
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Because u ∈ D(K), c(u) is finite and hence ru ∈ L1([0, N ]). Writing for
arbitrary g ∈ L1([0, N ]),

Iα,N (g) =

N∫

α

ya(y)

r(y)

⎛
⎝1

y

α∫

0

b(x|y)xdx

⎞
⎠ g(y)dy

we have, by
∫ α

0
b(x|y)xdx ≤

∫ y

0
b(x|y)xdx = y(1− λ(y)) ≤ y,

|Iα,N (g)| ≤MN

N∫

0

|g(x)|dx

so that (Iα,N )0<α<N is a family of linear functionals on L1([0, N ], dx), uni-
formly bounded with respect to α. Let us take g0 with supp g0 ⊂ [α0, N ] for
some α0 > 0. Then

lim
α→0+

Iα,N (g0) = lim
α→0+

N∫

α

a(y)

r(y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ g0(y)dy

= lim
α→0+

N∫

α0

a(y)

r(y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ g0(y)dy = 0,

by Lebesgue’s dominated convergence theorem, because
∫ α

0
b(x|y)xdx tends to

0 and is dominated by y. The set of compactly supported functions is dense in
L1([0, N ]), therefore, by the Banach-Steinhaus theorem, we see that Iα,N (g)
converges for any g ∈ L1([0, N ], dx). Moreover, denoting the limit by INg, we
get

|INg| ≤ |IN (g − g0)|+ |INg0| ≤MN‖g − g0‖,
where g0 is compactly supported. Because the last term can be made arbi-
trarily small, INg = 0 for any g ∈ L1([0, N ], dx).

Returning to (9.57) we see that the above result also yields the existence
of limα→0+ αr(α)u(α) = l ≥ 0. If l �= 0, then r(α)u(α) ≥ c/α for some c > 0
as α→ 0, which contradicts ru ∈ L1([0, N ], dx). Thus l = 0 and we obtain

∞∫

0

[Ku](x)xdx = −
∞∫

0

r(x)u(x)dx−
∞∫

0

xλ(x)a(x)u(x)dx (9.58)

for any u ∈ D(K)+ with bounded support. By Corollary 6.14, it is enough
to show that (9.58) is valid for arbitrary u ∈ R(1,K)X+. Then let u =
R(1,K)f , f ∈ X+. We take a sequence (fN )N∈N = (χNf)N∈N, where χN is
the characteristic function of [0, N ], which converges to f in X, and define,
through (6.6), elements of D(K)+ by
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uN = R(1,K)fN =
∞∑

n=0
L(BL)nfN .

Due to the definitions of B and L we see that if fN ∈ X vanishes for x > N ,
then the same holds for both BfN and LfN so that by induction all partial
sums above have support in [0, N ]. The series converges monotonically in
X, thus it converges almost everywhere, and therefore uN has a bounded
support. Clearly, because (fN )N∈N converges in X, (uN )N∈N converges to u
in D(K) and because the functional c, given here by the left-hand side of
(9.58), is continuous in the D(K) norm, we see that (9.58) holds for any
u ∈ R(1,K)X+. Therefore, K = T + B by Corollary 6.14. ⊓⊔

Remark 9.16. It is a folk tale that shattering is caused by unboundedness
of the fragmentation rate a(x) at x = 0 and thus fragmentation rates that
are bounded at the origin should yield honest semigroups, irrespective of the
recession rate r(x). Theorems 9.14 and 9.15 fall a little short of this hypothesis
as they give honesty if either a(x) is bounded and r(x)/x does not approach
zero faster than a(x) (Theorem 9.15), or if a(x) and r(x)/x both have finite
limits at x = 0. Hence, these theorems will not decide honesty if a(x) is
bounded but behaves in an irregular way at zero with r(x)/x approaching zero
fast enough for xa(x)/r(x) to be unbounded. Such cases require a different
approach and are addressed later in Theorem 9.26.

9.2.3 Dishonesty

In this subsection we consider only b given by (8.15):

b(x|y) = y−1h(x/y),

and satisfying

−
1∫

0

zh(z)ln zdz < +∞. (9.59)

The balance equation with discrete mass loss (9.2) in this case reads, by (8.16),

1∫

0

zh(z)dz = 1− λ,

so that λ must be constant. Because, by Theorem 9.14, a constant and nonzero
λ yields honesty of the semigroup, we can confine our analysis to the case
λ = 0. To be able to use the results of the previous subsection, we need some
additional regularity of the coefficients in a neighbourhood of 0 so that, in
addition to (8.3) and (9.7), we assume that there is η > 0 for which the
following properties hold,
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a, r ∈ C1((0, η]) a, r > 0 on (0, η] (9.60)

and
1

xa(x)
∈ L1([0, η]). (9.61)

Next, denote φ(x) = r(x)/xa(x). By Theorem 9.15, if 1/φ is bounded at 0,
then the semigroup is honest. Thus, we assume here that

lim
x→0+

φ(x) = 0. (9.62)

Because (9.61) requires a to be unbounded at x = 0, the last two assump-
tions rule out (with some safety margin) honesty of the semigroup. The next
assumption is of a technical nature. We suppose that

lim
x→0+

xφ′(x)

φ(x)
= L < +∞. (9.63)

Note that L ≥ 0. In fact, because for any 0 < δ < x < η we have φ(x)−φ(δ) =∫ x

δ
φ′(s)ds, by (9.62) we obtain φ(x) =

∫ x

0
φ′(s)ds, and if L < 0, then on some

interval φ′ would be strictly negative, giving negative φ.
A more intuitive interpretation of (9.63) is given in the proposition below.

Proposition 9.17. If the limit (9.63) exists, then

L = sup

{
l ≥ 0; lim

x→0+

φ(x)

xl
= 0

}
= inf

{
l ≥ 0; lim

x→0+

φ(x)

xl
= +∞

}
. (9.64)

Proof. Inasmuch as

(
φ(x)

xl

)′
=

φ(x)

xl+1

(
xφ′(x)

φ(x)
− l

)
, (9.65)

we see that if l < L, then φ(x)/xl is increasing and if l > L, then it is
decreasing, so in both cases limx→0+ φ(x)/xl = ρl exists. First let l < L.
Then 0 ≤ ρl < +∞. If we assume that ρl > 0, then taking l < l′ < L we have
φ(x)/xl′ = xl−l′φ(x)/xl → ∞ so that ρl′ = +∞ which is a contradiction.
Hence ρl = 0 for all l < L. Now taking l > L and denoting for a moment
f(x) = φ(x)/xl, (9.65) yields f ′(x)/f(x) = g(x)/x for some g which satisfies
g(x) ≤ −c < 0 over some interval (0, δ). Thus

φ(x)

xl
= f(x) = C exp

⎛
⎝−

δ∫

x

g(s)

s
ds

⎞
⎠ ≥ C

(
δ

x

)c

for some constant C. Because c > 0, we see that ρl = +∞ if l > L. ⊓⊔
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Remark 9.18. The converse of this proposition is not true. In fact, taking
φ(x) = x(1 + x sinx−1) we see that clearly φ(x) > 0 for 0 < x < 1 with
limx→0+ φ(x) = 0. Moreover, for l < 1 we have ρl = 0, ρ1 = 1 and for l > 1
by 1 + x sinx−1 ≥ 1− x we obtain ρl = +∞ so that L, as defined by (9.64),
should be 1. However,

xφ′(x)

φ(x)
= 1 +

x sinx−1 − cosx−1

1 + x sinx−1
,

so that the limit (9.63) does not exist. There are also functions with L =∞,
for example, φ(x) = exp(−1/x).

We can then write
φ(x) = xLg(x). (9.66)

Lemma 9.19. Let g be the function defined by (9.66) and gδ(x) = xδg(x).
Then for any δ > 0

lim
x→0+

gδ(x) = 0, (9.67)

and gδ is strictly increasing in some interval (0, η).

Proof. Equation (9.67) follows from Proposition 9.17 by φ(x)/xL−δ = xδg(x).
Next, by (9.66) and (9.63), we have

lim
x→0+

xg′(x)

g(x)
= 0,

so that by

(xδg(x))′ = xδg′(x) + δxδ−1g(x) = xδ−1g(x)

(
xg′(x)

g(x)
+ δ

)
, (9.68)

the function gδ(x) is strictly increasing in a neighbourhood of 0. ⊓⊔

Furthermore, we assume that if L = 0, then

g(x)

x
∈ L1([0, η]), (9.69)

otherwise we do not impose any additional condition on g.

Theorem 9.20. Let the coefficients a and r of the problem (9.1) satisfy (8.3),
(9.7), (9.60)–(9.63), and, if L = 0, (9.69), and let b be of the form (8.15) and
satisfy (9.59). Then the semigroup (GK(t))t≥0 is not honest.

Proof. Our strategy is to use Theorem 6.23 so that we invoke the operator
extensions introduced through (9.44)–(9.47), and construct u ∈ D(K)+ satis-
fying the assumptions of this theorem. If u is such a function with a bounded
support, then we can write (9.49) as
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∞∫

0

[Ku](x)xdx = lim
α→0+

⎛
⎝−αr(α)u(α)−

∞∫

α

a(y)u(y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ dy

−
∞∫

α

r(y)u(y)dy

⎞
⎠ = lim

α→0+
(−e1,α(u)− e2,α(u)− cα(u)) . (9.70)

Let us start with assumption (iii) of Theorem 6.23. Assuming for a moment
that cα has a finite limit, we look for a function for which

lim
α→0+

(e1,α(u) + e2,α(u)) > 0.

To find a good candidate for u let us start with some heuristic considerations.
We see that e1,α(u) has a finite limit if u(x) behaves as 1/xr(x) close to zero.
On the other hand, using the postulated form (8.15) of b and assuming that
u has support in [0, 1], we have

1∫

α

a(y)u(y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ dy =

1∫

α

a(y)u(y)y

⎛
⎜⎝

α/y∫

0

h(z)zdz

⎞
⎟⎠ dy

= α2

1∫

α

ω−3a
(α
ω

)
u
(α
ω

)
⎛
⎝

ω∫

0

h(z)zdz

⎞
⎠ dω.

We see that this expression can be simplified if u(x) equals 1/x2a(x) on [0, 1].
Then we obtain

1∫

α

a(y)u(y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ dy =

1∫

α

⎛
⎝

ω∫

0

zh(z)dz

⎞
⎠ 1

ω
dω,

and because
1∫

0

⎛
⎝

ω∫

0

zh(z)dz

⎞
⎠ 1

ω
dω = −

1∫

0

zh(z)ln zdz, (9.71)

the Fubini–Tonelli theorem and (9.59) give

lim
α→0+

1∫

α

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ a(y)u(y)dy = −

1∫

0

zh(z)ln zdz > 0.

To cater for both requirements we shall define a family of test functions by

uη(x) =

⎧
⎨
⎩

1
xr(x)+θx2a(x) for 0 < x < η,

ψ(x) for η ≤ x < ξ,
0 for x ≥ ξ,

(9.72)
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where η, ξ are positive numbers and ψ is a positive function joining (ηr(η) +
θη2a(η))−1 with 0 in a sufficiently regular way. Both η and ξ as well as the
function ψ are determined later. We have also introduced a constant θ > 0
to have a better flexibility in the sequel. Let us fix an arbitrary set of these
parameters. Because

∫ α

0
b(x|y)xdx → 0 as α → 0 in a dominated way over

each bounded interval [η, ξ] ⊂ (0,+∞), we see that

lim
α→0+

∞∫

α

a(y)uη(y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ dy = lim

α→0+

η∫

α

a(y)uη(y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ dy.

Because, on (0, η], we have

uη(x) =
1

xr(x) + θx2a(x)
=

1

x2a(x)

1

φ(x) + θ
,

using b(x|y) = h(x/y)/y we have

η∫

α

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ 1

y2(φ(y) + θ)
dy =

1∫

α/η

⎛
⎝1

r

r∫

0

zh(z)dz

⎞
⎠ 1

φ(α/r) + θ
dr.

By (9.59) and (9.71) we have

−
1∫

0

zh(z) ln zdz =

1∫

0

⎛
⎝

r∫

0

zh(z)dz

⎞
⎠ 1

r
dr < +∞,

so that
∣∣∣∣∣∣∣

α/η∫

0

⎛
⎝1

r

r∫

0

zh(z)dz

⎞
⎠ 1

φ(α/r) + θ
dr

∣∣∣∣∣∣∣
≤ 1

θ

∣∣∣∣∣∣∣

α/η∫

0

⎛
⎝1

r

r∫

0

zh(z)dz

⎞
⎠ dr

∣∣∣∣∣∣∣
→ 0,

as α→ 0. Finally

lim
α→0+

η∫

α

a(y)uη(y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ dy =

1

θ

1∫

0

⎛
⎝1

r

r∫

0

zh(z)dz

⎞
⎠ dr

= −1

θ

1∫

0

zh(z)ln zdz > 0,

by (9.62) and the Lebesgue dominated convergence theorem.
Next, by (9.62) and (9.69), we see that

η∫

0

r(x)

xr(x) + θx2a(x)
dx =

η∫

0

1

x

φ(x)

φ(x) + θ
dx < +∞,
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so that c(uη) exists. Moreover, by (9.60),

η∫

0

uη(x)xdx =

η∫

0

xdx

xr(x) + θx2a(x)
=

η∫

0

1

xa(x)

1

φ(x) + θ
dx < +∞

as 1/(φ(x) + θ) is bounded. Thus uη ∈ X. Next, by (9.62), the limits e1,α and
e2,α can be separated giving

lim
α→0+

(e1,α(u) + e2,α(u)) = lim
α→0+

φ(α)

φ(α) + θ
− 1

θ

1∫

0

zh(z) ln zdz

= −1

θ

1∫

0

zh(z) ln zdz > 0.

In the next step we deal with assumption (ii). Firstly, let us consider the
cut-off of the operator −K:

[Kηf ](x) = −[r(x)f(x)]′ + a(x)f(x)−
η∫

x

1

y
a(y)h

(
x

y

)
f(y)dy,

for 0 < x ≤ η. By (9.72) we obtain for x ∈ (0, η],

−[r(x)uη(x)]′ + a(x)uη(x) = −
(

φ(x)

x(φ(x) + θ)

)′
+

1

x2

1

φ(x) + θ

=
1

x2

φ(x) + 1

φ(x) + θ
− θφ′(x)

x(φ(x) + θ)2
. (9.73)

We also have

η∫

x

1

y
a(y)h

(
x

y

)
uη(y)dy =

η∫

x

h

(
x

y

)
1

y3(φ(y) + θ)
dy

=
1

θ

η∫

x

h

(
x

y

)
1

y3
dy − 1

θ

η∫

x

h

(
x

y

)
φ(y)

y3(φ(y) + θ)
dy.

The first integral is easily calculated to be

1

θ

η∫

x

h

(
x

y

)
1

y3
dy =

1

θ

1

x2

1∫

x/η

zh(z)dz =
1

θ

1

x2
− 1

θ

1

x2

x/η∫

0

zh(z)dz,

where we used (8.16) with λ = 0. Thus
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[Kηuη](x) =
φ(x)

θx2

⎛
⎜⎜⎝

θ − 1

φ(x) + θ
− θ2xφ′(x)

φ(x)(φ(x) + θ)2
+

η∫
x

h
(

x
y

)
φ(y)

y3(φ(y)+θ)dy

φ(x)
x2

⎞
⎟⎟⎠

+
1

θ

1

x2

x/η∫

0

zh(z)dz =
φ(x)

θx2
Fη(x) + Gη(x), (9.74)

where Gη is strictly positive for x > 0. Let us denote

Iη(x) =

η∫

x

h

(
x

y

)
φ(y)

y3(φ(y) + θ)
dy,

and observe that for 0 < x < η0, where η0 < η, we have Iη(x) ≥ Iη0
(x).

Thus, trying to bound away Iη(x) from zero we can focus on Iη0
(x) with

arbitrarily small η0. Hence, by (9.62), for any ǫ > 0 we can find η0 such that
1/(θ + φ(x)) ≥ 1/(θ + ǫ) for x ∈ (0, η0]. Now writing φ(x) = xL−δxδg(x) =
xLδgδ(x), by Lemma 9.19 we obtain limx→0+ gδ(x) = 0 and gδ is increasing.
Thus, infy∈[x,η0] gδ(y) = gδ(x) and

x2Iη(x)

φ(x)
≥ 1

θ + ǫ

η0∫
x

h
(

x
y

)
yLδ−3gδ(y)dy

xLδ−2gδ(x)
≥ 1

θ + ǫ

1∫

x/η0

h(z)z1−Lδdz, (9.75)

yielding

lim inf
x→0+

x2Iη(x)

φ(x)
≥ 1

θ + ǫ
lim inf
x→0+

1∫

x/η0

h(z)z1−Lδdz =
1

θ + ǫ

1∫

0

h(z)z1−Lδdz

(9.76)

as the last limit exists (possibly infinite). Let us define H(λ) =
∫ 1

0
h(z)z1−λdz.

Using (8.16) with λ = 0, we have H(0) = 1 and, by easy calculation, H(1) > 1.
Moreover, by zα ≤ zβ for 0 ≤ z ≤ 1 and α ≥ β, H(λ) is a nondecreasing func-
tion and therefore, by the dominated convergence theorem, it is continuous
wherever it is finite (and left-continuous at the right end point of the domain
if it is finite here).

Returning to (9.76) we see that if H(Lδ) = ∞, then also x2Iη(x)/φ(x) is
unbounded at 0, and if H(Lδ) is finite, then, because ǫ is arbitrary,

lim inf
x→0+

x2Iη(x)

φ(x)
≥ 1

θ
H(Lδ).

The first two terms of Fη in (9.74) have (finite) limits, therefore we can write
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lim inf
x→0+

Fη(x) = lim
x→0+

θ − 1

φ(x) + θ
− lim

x→0+

θ2xφ′(x)

φ(x)(φ(x) + θ)2
+ lim inf

x→0+

x2Iη(x)

φ(x)

≥ 1− L +
1

θ
(H(Lδ)− 1).

Obviously, we can assume that H(Lδ) < +∞. Denote F(L, θ, δ) = 1 − L +
(H(Lδ) − 1)/θ. If 0 ≤ L < 1, then 1 − L > 0 and because H(Lδ) �= −∞, we
can always make F(L, θ, δ) positive by taking sufficiently large θ. If L > 1,
then we can take δ sufficiently small for Lδ > 1. Then H(Lδ) ≥ H(1) > 1
and H(Lδ)− 1 > 0 so that F(L, θ, δ) > 0 if θ is sufficiently small. Finally, let
L = 1 so that F(1, θ, δ) = (H(1−δ)−1)/θ and the sign of F is the same as of
H(1− δ)− 1. If H(1) =∞, then either H(λ) =∞ in some neighbourhood of
1, in which case by taking sufficiently small δ > 0 we also get H(1− δ) =∞,
or H(λ) < +∞ on (−∞, 1), in which case H(1 − δ) can be made arbitrarily
large (by the monotonic convergence theorem), and thus larger than 1. On the
other hand, if H(1) < +∞, then it is continuous from the left, and because
H(1) > 1, there is δ > 0 such that H(1− δ) > 1. Hence, in any case, we can
find δ > 0 and θ for which lim infx→0+ Fη(x) ≥ c > 0 for some constant c,
and therefore Fη(x) > 0 on some interval (0, η1].

Now we prove that [Kηuη](x) > 0 for x close to zero yields uη(x) −
[Kuη](x) ≥ 0 on (0,∞). We begin by noting that if η2 < η1, then for x ∈ (0, η2]
we have uη2

(x) = uη1
(x) and [Kη2

uη2
](x) = [Kη2

uη1
](x) with

[Kη2uη2 ](x) = [Kη1uη1 ](x) +

η1∫

η2

a(y)b(x|y)uη1(y)dy. (9.77)

From the previous considerations, [Kηuη](x) > 0 for x ∈ (0, η1] for some
η1 > 0 and by (9.77), [Kηi

uηi
](x) > 0 on (0, ηi], i = 1, 2. Hence we have

[Kη1
uη1

](x) > 0 on (0, η1] for some fixed θ. Let us fix this θ, take some
η2 < η1, and consider the function uη2

of (9.72) with ψ(x) = (ǫ−1(−x+ η2) +
r(η2)uη2

(η2))/r(x) and ξ = η2 + ǫr(η2)uη2
(η2), where uη2

(η2) = (η2r(η2) +
θη2

2a(η2))
−1 and ǫ is still to be chosen. At this moment we require that ξ ≤ η1.

We have ψ(η2) = uη2(η2) and ψ(ξ) = 0 so that uη2 is a Lipschitz continuous
function on (0,∞). Moreover, (r(x)ψ(x))′ = −ǫ−1 on (η2, ξ). Because ξ ≤ η1,
infη2<x<ξ r(x) ≥ infη2<x<η1

r(x) = r0 and thus ψ(x) ≤ r(η2)uη2
(η2)/r0 on

any interval [η2, ξ] independently of ǫ. For x ∈ (0, η2] we have

uη2
(x)− [Kuη2

](x) = uη2
(x) + [Kη2

uη2
](x)−

ξ∫

η2

a(y)b(x|y)ψ(y)dy

= uη2(x) + [Kη1uη1 ](x) +

η1∫

ξ

a(y)b(x|y)uη1(y)dy
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+

ξ∫

η2

a(y)b(x|y)(uη1
(y)− ψ(y))dy.

Next, let ϑ = infx∈[η2,η1] u
′
η1

(x). We have ψ′(x) = −1/ǫr(x)− r′(x)ψ(x)/r(x)
and because r is a differentiable function on (0,∞) and bounded away from
zero on each compact interval, we have r0 ≤ r(x) ≤ r1 and |r′(x)| ≤ R on
[η2, η1], so that supx∈[η2,ξ] ψ

′(x) ≤ −(r1ǫ)
−1 + r−2

0 Rr(η2)uη2
(η2). Therefore

we can find ǫ for which ϑ > supx∈[η2,ξ] ψ
′(x), yielding uη1

(y) − ψ(y) ≥ 0 on
[η2, ξ] and uη2

(x)− [Kuη2
](x) ≥ 0 on (0, η2].

Because ψ(x) ≥ 0 on [η2, ξ], putting M = supx∈[η1,η2] |a(x)x2ψ(x)|, we
obtain

ψ(x)− (r(x)ψ(x))′ + a(x)ψ(x)−
ξ∫

x

a(y)b(x|y)ψ(y)dy

≥ 1

ǫ
−M

ξ∫

x

1

y3
h

(
x

y

)
dy ≥ 1

ǫ
− M

η2
2

1∫

0

zh(z)dz =
1

ǫ
− M

η2
2

and taking sufficiently small ǫ we make this term nonnegative as well.
It remains to prove (i). All the functions are almost absolutely continuous,

therefore integrating by parts we get

[L((ruη2
)′)](x) =

eR(x)+Q(x)

r(x)

∞∫

x

e−R(y)−Q(y)∂y(r(y)uη2
(y))dy

=
eR(x)+Q(x)

r(x)
lim

y→∞
r(y)

eR(y)+Q(y)
uη2(y)− uη2(x)

+
eR(x)+Q(x)

r(x)

∞∫

x

e−R(y)−Q(y)(1 + a(y))uη2
(y)dy

= −uη2
(x) + [L((1 + a)uη2

)](x)

because uη2
has bounded support. Thus uη2

satisfies assumption (i) and the
theorem is proved. ⊓⊔

9.2.4 Example

In the series of papers [63, 76, 101] the authors have developed a theory of
the fragmentation model (8.48) with power law rates r(x) = xγ , a(x) = xα

and b(x|y) given either by (8.15) or by the power law b(x|y) = (ν+2)xν/yν+1,
presenting, in [63, 76], formal arguments to support the claim that for α < 0
and σ := γ − α − 1 ≥ 0 there is a runaway fragmentation, that is, a cascade
of fragmentation events that reduce finite-mass particles to infinite numbers
of zero-mass particles in a finite time. They also stated, [63, p.660]:
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Thus, even though runaway fragmentation occurs for σ ≥ 0 and α < 0,
we expect that discrete and continuous mass loss account for all mass
loss and preclude the mass loss normally associated with shattering.

Specified for such coefficients our theory gives the following results. The
function r(x)/x + a(x) = xγ−1+ xα is finite at 0 if and only if γ − 1 ≥
0 and α ≥ 0. In this case the semigroup is honest by Theorem 9.14. Also
xa(x)/r(x) = xα+1−γ is bounded at 0 if and only if α+ 1− γ ≥ 0 and in this
case the semigroup is also honest by Theorem 9.15.

Otherwise we are in the open sector α < 0 and γ > α + 1. In such a
case we have φ(x) = xγ−α−1 and assumption (9.62) is satisfied (meaning
that we are in ‘fragmentation regime’, as defined by [76]). Furthermore, we
see that (9.61) is satisfied by α > 0 and (9.63) is automatically satisfied as
xφ′(x)/φ(x) = γ − α − 1 = L > 0 so that (A2) is satisfied. Thus, provided h
satisfies assumptions (9.59) (e.g., if h is given by the power law) then in the
sector α < 0 and γ > α + 1 there occurs a shattering transformation with
unaccounted mass loss due to (6.12), contrary to the conjecture of [63, 76].
However, by Theorem 9.15, the presence of a sufficiently fast continuous mass
loss for small particles, in the present context modelled by γ ≤ α + 1, can
preclude shattering even in the case α < 0 which, in pure fragmentation
models, yields a shattering fragmentation.

9.2.5 Universality of Shattering

As already discussed in Remark 6.16 and Subsection 7.4.1, for dishonesty of
the semigroup (GK(t))t≥0, it is enough that Eq. (6.18),

‖GK(t)u0‖ = ‖u0‖ − c

⎛
⎝

t∫

0

GK(s)u0ds

⎞
⎠ ,

does not hold for just one u0 ∈ X+. Thus, in principle, it is possible that
shattering occurs for some initial values whereas for others the total mass
evolves according to the built-in decay law (9.5). In Remark 6.16 we introduced
the notion of an honest trajectory as the trajectory {GK(t)u0}t≥0 along which
(6.18) holds for this u0 ∈ X+ and for all t ≥ 0. Note that the notion of an
honest trajectory for u0 /∈ X+ does not make sense. Thereafter, when talking
about honest trajectories, we always consider trajectories emanating from
nonnegative initial conditions. With this convention (GK(t))t≥0 is honest if
and only if its every trajectory is honest.

The main result of this subsection is the following theorem, [42].

Theorem 9.21. Let us assume that the coefficients satisfy (8.3) and (9.7) and
let (GK(t))t≥0 be the semigroup generated by the extension of (T + B,D(T ))
according to Theorem 9.8. If there is u0 ∈ X+ such that the trajectory
{GK(t)u0}t≥0 is not honest, then no trajectory of (GK(t))t≥0 is honest.
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Proof. Trajectory {GK(t)u0}t≥0 with u0 ∈ X+ is dishonest if and only if the
defect function ηf defined by (6.20) is nonzero which, in turn, by Proposition
6.10 (ii), is equivalent to the existence of a nonzero functional βλ defined by
(6.32). The parameter λ is not important so we fix λ = 1 and drop it from
the notation in the sequel. On the other hand, by (6.33), β satisfies

(BR(1, T ))∗β = β.

To find an explicit expression for (BR(1, T ))∗ first we choose the duality
pairing between X and X∗ to be

< φ, f >=

∞∫

0

φ(x)f(x)xdx, f ∈ X, g ∈ X∗,

so that X∗ can be identified with L∞(R+) and thus the functional β can
be represented by a suitable function 0 ≤ β(x) ∈ L∞(R+). Hence, let us
take φ ∈ X∗

+, f ∈ X+ and use the above duality pairing to obtain, by the
Fubini–Tonelli theorem,

<φ,BR(1, T )f>

=

∞∫

0

φ(x)

⎛
⎝

∞∫

x

⎛
⎝a(y)b(x|y)eR(y)+Q(y)

r(y)

∞∫

y

e−R(z)−Q(z)f(z)dz

⎞
⎠ dy

⎞
⎠xdx

=

∞∫

0

⎛
⎝a(y)eR(y)+Q(y)

r(y)

⎛
⎝

∞∫

y

e−R(z)−Q(z)f(z)dz

⎞
⎠
⎛
⎝

y∫

0

b(x|y)φ(x)xdx

⎞
⎠
⎞
⎠ dy

=

∞∫

0

⎛
⎝e−R(z)−Q(z)

z

z∫

0

⎛
⎝a(y)eR(y)+Q(y)

r(y)

y∫

0

b(x|y)φ(x)xdx

⎞
⎠ dy

⎞
⎠ f(z)zdz

that, extended by linearity to X∗, yields

[(BR(1, T ))∗φ](z) =
e−R(z)−Q(z)

z

z∫

0

⎛
⎝a(y)eR(y)+Q(y)

r(y)

y∫

0

b(x|y)φ(x)xdx

⎞
⎠ dy.

From (6.33) we see that β must satisfy

β(z) =
e−R(z)−Q(z)

z

z∫

0

⎛
⎝a(y)eR(y)+Q(y)

r(y)

y∫

0

b(x|y)β(x)xdx

⎞
⎠ dy, (9.78)

which means, in particular, that it is a continuous function for z > 0. Let us
assume that β(c) = 0 for some c > 0. From nonnegativity of all terms and
strict positivity of e−R(z)−Q(z)/z, we find that β(z) = 0 for all 0 < z ≤ c and
thus
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y∫

0

b(x|y)β(x)xdx = 0

for all y ≤ c. Thus, (9.78) becomes

β(z) =
e−R(z)−Q(z)

z

z∫

c

⎛
⎝a(y)eR(y)+Q(y)

r(y)

y∫

c

b(x|y)β(x)xdx

⎞
⎠ dy. (9.79)

Due to the structure of the Volterra equation, we can consider it on intervals
[c, ĉ] with 0 < c < ĉ < ∞. We can change the order of integration back and
rewrite this equation as

β(z) =

z∫

c

β(x)

⎛
⎝

z∫

x

α(x, y, z)dy

⎞
⎠ dx,

where

α(x, y, z) = x
e−R(z)−Q(z)

z

a(y)eR(y)+Q(y)

r(y)
b(x|y).

Thanks to the assumptions, the exponential terms and 1/r are bounded for
0 < c ≤ y ≤ z ≤ ĉ <∞. Thus we can write

β(z) ≤ K

z∫

c

β(x)

⎛
⎝

ĉ∫

x

xa(y)b(x|y)dy

⎞
⎠ dx (9.80)

for some constant K. Let us consider f(x) = x
∫ ĉ

x
a(y)b(x|y)dy. By (8.5), we

have for any c′ > 0

ĉ∫

c′

a(y)

⎛
⎝

y∫

0

b(x|y)xdx

⎞
⎠ dy ≤

ĉ∫

c′

a(y)y(1− λ(y))dy < +∞,

because a is locally integrable. Changing the order of integration in the first
integral, we obtain

ĉ∫

c′

a(y)

⎛
⎝

y∫

0

b(x|y)xdx

⎞
⎠ dy =

c′∫

0

x

⎛
⎝

ĉ∫

c′

b(x|y)a(y)dy

⎞
⎠ dx

+

ĉ∫

c′

x

⎛
⎝

ĉ∫

x

b(x|y)a(y)dy

⎞
⎠ dx,

so that, by positivity of both terms, f(x) is integrable on [c′, ĉ] for any
0 < c′ < ĉ (in particular, on [c, ĉ]). Thus we can apply Gronwall’s lemma
(which, in the version proved in [153, Lemma D.2] can be easily adapted to
the current context) to (9.80), to ascertain that β(x) = 0 for all x, contrary
to the assumption that β is a nonzero functional. ⊓⊔
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Contrary to the birth-and-death case, discussed in Subsection 7.4.1, for the
fragmentation equations we do not have necessary and sufficient conditions
for dishonesty and hence the result of Theorem 9.21 is conditional. However,
we identified a class of dishonest fragmentation models with mass loss in
Subsection 9.2.3. We can thus strengthen Theorem 9.20 as follows.

Theorem 9.22. Let the coefficients a and r of the problem (9.1) satisfy (8.3),
(9.7), (9.60)–(9.63), and, if L = 0, (9.69), and let b be of the form (8.15) and
satisfy (9.59).Then each trajectory {GK(t)u0}t≥0, u0 ∈ X+ is dishonest.

Remark 9.23. Because the operator (BR(1, T ))∗ for the pure fragmentation
model is also of the Volterra type (see (8.55)) the proof of Theorem 9.21 is
also valid. Thus, also for pure fragmentation the existence of a single dishon-
est trajectory implies dishonesty of all trajectories (emanating from positive
initial conditions). In particular, condition (8.56) is not satisfied if and only
if all trajectories are dishonest.

9.2.6 Fragmentation Semigroup in the Finite Mass Space
L1([0, N ], xdx).

An important role in many applications is played by the fragmentation model
with an upper bound for particle mass, that is, with x ∈ [0, N ], N <∞. The
streaming equation in this setting was analysed in Subsection 9.2.1, where we
introduced the notation (9.33),

XN,k = L1([0, N ], xkdx),

with the norm indicated by ‖ · ‖N,k; Xk denote the corresponding spaces with
N =∞ (see (9.10)). In this section we are interested in k = 1 and we therefore
drop the index k from the notation.

For the coefficients r and a we adopt the standard assumptions (9.7) and
(8.3), respectively, and b is assumed to satisfy (9.2).

By Theorem 9.5 and Corollary 9.6 we see that

GTN
(t) = GT (t)|XN

,

where (GTN
(t))t≥0 is the semigroup generated by the restriction of the stream-

ing operator to XN and (GT (t))t≥0 is the semigroup generated by (T,D(T ))
on X according to Theorem 9.3. For an operator S we denote by SN its
restriction to XN . Thus, for example,

(BNu)(x) =

N∫

x

a(y)b(x|y)u(y)dy

with D(BN ) = D(TN ).
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In the proof of Theorem 9.15 we used the fact that the set of functions
from X with support in a fixed interval [0, N ] is invariant under the resolvent
R(λ,K). We further exploit this observation here.

As in Lemma 9.7, we see that for any u ∈ D(TN )+

N∫

0

(TNu + BNu)xdx = −
N∫

0

r(x)u(x)dx−
N∫

0

xλ(x)u(x)dx, (9.81)

which immediately yields:

Corollary 9.24. There is an extension KN of TN + BN generating a sub-
stochastic semigroup (GKN

(t))t≥0 on XN with the resolvent of KN given by

R(λ,KN )f =
∞∑

n=0
R(λ, TN )[BNR(λ, TN )]nf, f ∈ XN , λ > 0. (9.82)

Next we relate this semigroup to (GK(t))t≥0.

Proposition 9.25. For each N > 0:

(a) XN is invariant under the semigroup (GK(t))t≥0;

(b) (GK |XN
(t))t≥0 is a C0-semigroup generated by the operator (K̃N , D(K̃N )),

where
D(K̃N ) = D(K) ∩XN ;

(c) K̃N = KN and consequently

(GK |XN
(t))t≥0 = (GK̃N

(t))t≥0 = (GKN
(t))t≥0.

Proof. As in the proof of Theorem 9.15, we see that XN is invariant under
R(λ,K). Now using the exponential formula for the semigroup, Eq. (3.22),
and the fact that convergence in X implies convergence of a subsequence al-
most everywhere, we see that XN is also invariant under (GK(t))t≥0. Hence,
by Proposition 3.12, (GK |XN

(t))t≥0 is a C0-semigroup generated by the re-

striction K̃N of K to D(K) ∩XN . To prove the final statement, we observe
that for f ∈ XN we have BR(λ, T )f = BNR(λ, TN )f and thus, for such f ,

R(λ, K̃N )f = R(λ,K)f =
∞∑

n=0
R(λ, T )[BR(λ, T )]nf

=
∞∑

n=0
R(λ, TN )[BNR(λ, TN )]nf = R(λ,KN ).

Consequently, the semigroups generated by K̃N and KN coincide. ⊓⊔

We use this observation to strengthen Theorems 9.14 and 9.15, as an-
nounced in Remark 9.16.
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Theorem 9.26. If for any N < +∞ there is CN such that

CN = ess sup
x∈[0,N ]

a(x) < +∞,

then the semigroup (GK(t))t≥0 is honest.

Proof. Let us take 0 ≤ u0 ∈ C∞
0 (R+) so that suppu0 ⊂ [a,N ] for some

0 < a < N <∞. Because (ru0)
′ has support in [a,N ] and is integrable there,

we see that u0 ∈ D(T ) ⊂ D(K); see (9.22). Let us consider u(t) = GK(t)u0.
By Proposition 9.25 we have

u(t) := GK(t)u0 = GKN
(t)u0. (9.83)

For the restricted operator BN we obtain

‖BNu‖N =

N∫

0

⎛
⎝

N∫

x

a(y)b(x|y)u(y)dy

⎞
⎠xdx

=

N∫

0

⎛
⎝a(y)u(y)

y∫

0

xb(x|y)dx

⎞
⎠ dy =

N∫

0

a(y)u(y)y(1− λ(y))dy

≤ CN‖u‖N ,

where we used 0 ≤ λ(y) ≤ 1. Hence, BN is bounded in XN and KN =
TN + BN , defined on D(TN ), generates (GKN

(t))t≥0 by Proposition 9.25.
Let us return to u(t) = GKN

(t)u0 ∈ D(K). As in Theorem 8.3 and
Corollary 9.10, there is a representative of u such that for almost every
t > 0, 0 < x < N we have

∂tu(x, t) = ∂x(r(x)u(x, t))− a(x)u(x, t) +

N∫

x

a(y)b(x|y)u(y, t)dy. (9.84)

Moreover, because the domain of KN is the same as that of TN as the pertur-
bation BN is bounded, and the domain of TN is the same as the domain of the
differential operator T0,N (see (9.34)) the boundedness of a implies that each
term of the above equation is integrable with respect to xdx. In particular,
for arbitrary u ∈ D(K), integrating by parts

N∫

0

∂x(r(x)u(x))xdx = r(N)u(N)− lim
z→0+

zr(z)u(z)− lim
z→0+

N∫

z

r(x)u(x)dx.

The integral tends to the finite limit
∫ N

0
r(x)u(x)dx by (9.81) and Theorem

6.8, so that limz→0+ zr(z)u(z) exists. Because r(x)u(x) is integrable, we must
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have lim infx→∞ xr(x)u(x) = 0, otherwise r(x)u(x) ≥ cx−1 close to zero which
contradicts the integrability. Thus, for a sequence (zn)n∈N converging to 0,

lim
n→∞

znr(zn)u(zn) = 0,

and, because the limit exists, we have

N∫

0

∂x(r(x)u(x))xdx = −
N∫

0

r(x)u(x)dx,

where we used u(N) = 0 from the definition (9.91) of D(TN ).
Thus, integrating (9.84) with respect to xdx, we obtain for a.a. t > 0,

d

dt

N∫

0

u(x, t)xdx = −
N∫

0

r(x)u(x, t)dx−
N∫

0

a(x)u(x, t)xdx

+

N∫

0

⎛
⎝

N∫

x

a(y)b(x|y)u(y, t)dy

⎞
⎠xdx = −

N∫

0

r(x)u(x, t)dx−
N∫

0

xλ(x)u(x, t)dx.

Hence, (GKN
(t))t≥0, and therefore (GK(t))t≥0, are honest along the trajectory

originating from u0 but then, by Theorem 9.21, (GK(t))t≥0 is honest. ⊓⊔

9.2.7 Fragmentation Semigroup in the Space L1(R+, dx)

Fragmentation of particles should not alter the mass of the total ensemble,
therefore the natural space in which the particle mass distribution function
u should live is X = L1(R+, xdx) and, in fact, the analysis of fragmentation
processes in this space has proved very fruitful. However, quite often it is also
important to know how fast the total number of particles grows; that is, by
(8.1) and (9.9), we are interested in the behaviour of

N (t) =

∞∫

0

u(x, t)dx. (9.85)

Hence, for each t > 0, u should belong to the space

X0 = L1(R+, dx). (9.86)

The need to estimateN (t) arises for instance when one considers fragmentation–
coagulation processes, where the nonlinear coagulation term behaves well in
X0 but not in the original space X (see, e.g., [125, 109, 110, 46]).

It is obvious that, in general, the solution u of (8.2) or (9.1) will not yield
a finite number of particles at any time t > 0 even if u0 ∈ X0, because for
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some particle number distribution function b(x|y), parent particles split into
an infinite number of daughter particles, for example, if ν < 1 in the power
law (8.14) case or if h is not integrable close to 0 for the homogeneous b
(see (8.17)). However, it is also possible that for large fragmentation rates a a
faster than exponential, or even infinite, growth of the number of particles can
occur. Thus we introduce some additional assumptions that allow for some
control of this growth.

We assume that r satisfies the standard assumptions (9.7). Moreover

0 ≤ a(x) ≤ Px + Q, x ∈ [0,∞), (9.87)

for some P,Q ∈ R+, b satisfies (9.2) and furthermore

sup
y>0

n(y) = sup
y>0

y∫

0

b(x|y)dx = M <∞. (9.88)

In particular assumption (9.87) ensures, by Theorem 9.26, that the semigroup
(GK(t))t≥0 is honest.

Let us recall the notation

XN,k = L1([0, N ], xkdx),

with the norm ‖·‖N,k; as before by Xk we denote the corresponding spaces with
N = ∞. Because from now on we are working only with k = 0, 1, to shorten
notation and avoid confusion with the terminology of the previous sections, we
drop subscript 1 from the notation, but keep the index 0 to indicate the spaces
and operators related to the finite particle number context, for example, the
space XN,1 is denoted by XN , but the notation for XN,0 remains unchanged.

We are interested in solutions to the fragmentation problem that yield
both a finite mass and a finite number of particles at any time t ≥ 0. It is
then reasonable to introduce the space

Y := X0 ∩X = L1(R+, (1 + x)dx),

with the norm
‖f‖Y := ‖f‖+ ‖f‖0.

It is clear that Y is continuously embedded in both X and X0. We consider
parts of operators in Y ; see (2.12).

Furthermore, let us define the space

ZN = {u ∈ C0,1(R+), supp u ⊂ IN},

of Lipschitz continuous functions with support in

IN =

[
1

N
,N

]
.
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Let u ∈ ZN . Because r is absolutely continuous on IN , r′ is integrable, and
hence (ru)′ is integrable on IN and therefore, being 0 outside IN , it is in X.
Hence ZN ⊂ D(KN ) ⊂ D(K). The set

Z =
∞⋃

N=1

ZN

is dense in Y . Moreover, it is easy to check that the positive cone ZN,+ of ZN

is generating; that is, any element of ZN can be represented as a difference of
two positive elements of ZN and that the same is true for Z.

Theorem 9.27. For each t ≥ 0, let GK,Y (t) := GK(t)|Y be the restriction of
the semigroup (GK(t))t≥0 to Y . Then (GK,Y (t))t≥0 is a C0-semigroup on Y
satisfying

‖GK,Y (t)u0‖Y ≤ LeQ(M+1)t‖u0‖Y , t ≥ 0, u0 ∈ Y, (9.89)

where L = max{1, P/Q} if Q > 0 and

‖GK,Y (t)u0‖Y ≤ (P (M + 1)t + 1)‖u0‖Y , (9.90)

if Q = 0.
Moreover, (GK,Y (t))t≥0 is generated by the part KY of K in Y .

Proof. Let u0 ∈ ZN for some N <∞. As in Theorem 9.26, we have

u(t) := GK(t)u0 = GKN
(t)u0,

with the generator of (GKN
(t))t≥0 given by (TN + BN , D(TN )).

Consider the same problem on YN := XN ∩XN,0 with the norm denoted
by ‖ · ‖Y,N ; YN is densely embedded in XN . We indicate the restrictions of
operators from Y to YN by the subscript ·Y,N . Because the streaming operators
TN and TN,0 coincide on YN , TY,N is given by the same expression (9.44) as
TN with

D(TY,N ) = {u ∈ YN ; ru ∈ AC((0, N)), (ru)′ ∈ YN , and u(N) = 0}, (9.91)

as in Subsection 9.2.1. Note that the condition coming from the operator A
is void because a is bounded on each [0, N ] by (9.87). Then, for u ≥ 0,

‖BY,Nu‖Y,N =

N∫

0

⎛
⎝

N∫

x

a(y)b(x|y)u(y)dy

⎞
⎠ (1 + x)dx

=

N∫

0

⎛
⎝a(y)u(y)

y∫

0

(1 + x)b(x|y)dx

⎞
⎠dy =

N∫

0

a(y)u(y)(y(1− λ(y)) + n(y))dy

≤ sup
y∈[0,N ]

a(y)(n(y) + y)

1 + y
‖u‖Y,N
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where we used 0 ≤ λ(y) ≤ 1; hence BY,N is bounded by (9.87) and (9.88).
Thus

(KY,N , D(KY,N )) := (TY,N + BY,N , D(TY,N ))

generates a semigroup (GY,N (t))t≥0 on YN . Because KY,N is a restriction of
KN , the resolvent of KY,N is a restriction of the resolvent of KN and therefore,
by the exponential formula (3.22) and continuity of the embedding YN ⊂ XN ,
the semigroup (GY,N (t))t≥0 is the restriction of (GKN

(t))t≥0 to YN .
Let us return to u(t) = GKN

(t)u0. As in Theorem 8.3 and Corollary 9.10,
there is a representative of u such that for a.e. t > 0, 0 < x < N we have

∂tu(x, t) = ∂x(r(x)u(x, t))− a(x)u(x, t) +

N∫

x

a(y)b(x|y)u(y, t)dy.

Moreover, because the domain of KY,N is the same as that of TY,N as the
perturbation BY,N is bounded, and the domain of the former is the same as
that of the differential operator (by boundedness of a) the above equation,
for almost any fixed t > 0, can be integrated term by term with respect to dx
giving

d

dt

N∫

0

u(x, t)dx = r(N)u(N, t)− lim
z→0+

r(z)u(z, t)

−
N∫

0

a(x)u(x, t)dx +

N∫

0

⎛
⎝

N∫

x

a(y)b(x|y)u(y, t)dy

⎞
⎠ dx

≤ −
N∫

0

a(x)u(x, t)dx +

N∫

0

a(y)u(y, t)

⎛
⎝

x∫

0

b(x|y)dx

⎞
⎠ dy

=

N∫

0

a(y)(n(y)− 1)u(y, t)dy,

where we used u(N) = 0, coming from (9.91), and r(z)u(z, t) ≥ 0 for all z > 0.
Now, taking into account that u(·, t) is also a solution in X with support

in [0, N ], we have

d

dt
‖u(t)‖0 ≤

∞∫

0

a(y)(n(y)− 1)u(y, t)dy

≤ (M + 1)

⎛
⎝P

∞∫

0

yu(y, t)dy + Q

∞∫

0

u(y, t)dy

⎞
⎠

≤ P (M + 1)‖u0‖+ Q(M + 1)‖u(t)‖0
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and, by Gronwall’s inequality in the differential form, [153, Lemma D.3],

‖u(t)‖0 ≤
(
‖u0‖0 +

P

Q
‖u0‖

)
eQ(M+1)t − P

Q
‖u0‖ (9.92)

provided Q > 0. If Q = 0, then by direct integration

‖u(t)‖0 ≤ P (M + 1)t‖u0‖+ ‖u0‖0. (9.93)

Assume for the time being that Q > 0. Because the function

f(t) =
P

Q
− P

Q
e−Q(M+1)t + e−Q(M+1)t

is monotonic and f(0) = 1, we obtain

(
P

Q

(
eQ(M+1)t − 1

)
+ 1

)
≤ LeQ(M+1)t,

where L = max{1, P/Q}, and hence we can write

‖u(x, t)‖Y ≤ eQ(M+1)t

∞∫

0

u0(x)dx + ‖u0‖
(
P

Q

(
eQ(M+1)t − 1

)
+ 1

)

≤ LeQ(M+1)t‖u0‖Y . (9.94)

Extending this inequality from the positive cone of Z to Y we see that the
restrictions (GK(t)|Y )t≥0 of (GK(t))t≥0 to Y form a semigroup of bounded
operators that is exponentially bounded as t→∞. To show that (GK(t)|Y )t≥0

is a C0-semigroup on Y , it is enough to observe that by the previous part of
the proof,

lim
t→0+

GK(t)|Y u0 = u0,

in both X and X0 if u0 is of bounded support, and extend this convergence
to Y by the Banach–Steinhaus theorem using local uniform boundedness in t
of the operators GK(t)|Y and the density of Z.

If Q = 0, then by (9.93) we obtain

‖u(x, t)‖Y ≤ P (M +1)t‖u0‖+‖u0‖0 +‖u0‖ ≤ (P (M +1)t+1)‖u0‖Y . (9.95)

Finally, the last statement follows from Proposition 3.12. ⊓⊔

9.3 Fragmentation with Growth

In Subsection 9.1.1 we introduced two fragmentation models with growth.
Model (9.4), describing dynamics of phytoplankton aggregates, differs from
(9.96) only by the death term −du. In applications the death coefficient is
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bounded and thus this term introduces a bounded perturbation which influ-
ences neither well-posedness nor honesty of the semigroup and introduces only
cosmetic changes in the formulae. Such a full model was considered in [41].
Here we confine ourselves to its simpler version (9.3); that is, we analyse the
Cauchy problem:

∂tu(x, t) = −∂x[r(x)u(x, t)]− a(x)u(x, t) +

∞∫

x

a(y)b(x|y)u(y, t)dy

u(x, 0) = u0(x). (9.96)

The interpretation of u, b, and a is the same as in the pure fragmentation
model, whereas r this time is the growth rate of the clusters. In particular,
b satisfies (8.5). As before, we assume that r ∈ AC((0,∞)) and additionally
satisfies

0 < r(x) ≤ r̃x, x > 0, (9.97)

for some constant r̃ > 0. From (9.97) we have r(0) = 0; we also assume that

r′(0) > 0. (9.98)

We consider b, given by (8.15), to be

b(x|y) =
1

y
h

(
x

y

)
.

Multiplying (9.96) by x and integrating we obtain the formal equation gov-
erning the evolution of the total mass of the clusters:

d

dt

∞∫

0

u(x, t)xdx =

∞∫

0

r(x)u(x, t)dx, (9.99)

where we used (8.5) and integration by parts. This formula indicates that this
problem does not fit directly into the framework of substochastic semigroups
as the semigroup, if it exists, cannot be expected to be contractive. However,
by a careful analysis of the streaming part of (9.96), we show that it is pos-
sible to transform this problem into a dissipative one. Hence we are able to
introduce and analyse suitable notions of honesty and dishonesty.

9.3.1 The Streaming Semigroup

As with the fragmentation with mass loss, the existence of the streaming
semigroup is not completely obvious. Let us consider the Cauchy problem

∂tu(x, t) = −∂x[r(x)u(x, t)]− a(x)u(x, t), x > 0, t > 0,

u(x, 0) = u0(x). (9.100)
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Direct estimates of the resolvent of the right-hand side of the equation in
(9.100) are not easy, due to possible singularities of the fragmentation rate a
and degeneracy of r at x = 0. Thus, we simplify the problem even further and
as a first step we deal with the Cauchy problem

∂tu(x, t) = −∂x[r(x)u(x, t)], x > 0, t > 0,

u(x, 0) = u0(x). (9.101)

Define the operator
[T0u](x) = −(r(x)u(x))x

on the domain

D(T0) = {u ∈ X; ru ∈ AC(R+) and (ru)x ∈ X}.

Denoting by R a fixed antiderivative of 1/r, say, R(x) =
∫ x

1
ds/r(s), we see,

due to 0 < r(x) < r̃x for x > 0 and (9.98), that

lim
x→∞

R(x) = +∞, lim
x→0

R(x) = −∞; (9.102)

thus R is globally invertible on R. Hence, defining Y (t, x) := R−1(R(x) −
t), x > 0, 0 ≤ t <∞, we can prove as in Theorem 9.4 that

[GT0(t)u0(·)](x) =
r(Y (t, x))u0(Y (t, x))

r(x)

is a C0-semigroup generated by (T0, D(T0)). In particular, we have

‖GT0
(t)u0‖ ≤

∞∫

0

r(Y (t, x))u0(Y (t, x))

r(x)
xdx =

∞∫

0

u0(z)Y (−t, z)dz ≤ er̃t‖u0‖,

for u0 ∈ X, where we used the change of variables z = Y (t, x) so that
dz/r(z) = dx/r(x) and Y (t, 0) = 0, Y (t,∞) = ∞ by (9.102). The final esti-
mate follows from the fact that x(t) = Y (−t, z) is the solution to the Cauchy
problem

dx

dt
= r(x), x(0) = z

so that

x(t) = z +

t∫

0

r(x(s))ds

and, by Gronwall’s lemma and (9.97),

Y (−t, z) ≤ zer̃t.

In particular, by the Hille–Yosida theorem, we obtain for f ∈ X and λ > r̃,
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‖R(λ, T0)f‖ ≤
1

λ− r̃
‖f‖. (9.103)

Using the above we can prove the following result for the semigroup solving
(9.100).

Proposition 9.28. The operator T defined by the formal expression

[Tu](x) = −(r(x)u(x))x − a(x)u(x)

on the domain

D(T ) = {u ∈ X, au ∈ X, ru ∈ AC((0,∞)) and (ru)x ∈ X},
generates a positive semigroup, say (GT (t))t≥0, satisfying for any u0 ∈ X,

‖GT (t)u0‖ ≤ er̃t‖u0‖, (9.104)

where r̃ is defined in (9.97).

Proof. Let us consider the resolvent equation of (9.100),

(r(x)u(x))x + a(x)u(x) + λu(x) = f(x).

Solving the above equation we see that a good candidate for the resolvent is

u(x) = [R(λ)f ](x) =
e−λR(x)−Q(x)

r(x)

x∫

0

eλR(y)+Q(y)f(y)dy,

where Q(x) is a fixed antiderivative of a(x)/r(x). Direct integration gives

‖R(λ)f‖ ≤
∞∫

0

⎛
⎝e−λR(x)−Q(x)

r(x)

x∫

0

eλR(y)+Q(y)|f(y)|dy

⎞
⎠xdx ≤ 1

λ− r̃
‖f‖,

where we used the fact that e−Q(x) is nonincreasing, and (9.103). Furthermore,
we have

a(x)

r(x)
e−λR(x)−Q(x) = − λ

r(x)
e−λR(x)−Q(x) − d

dx
e−λR(x)−Q(x) (9.105)

so that

‖aR(λ)f‖ ≤
∞∫

0

⎛
⎝eλR(y)+Q(y)

y

∞∫

y

xa(x)e−λR(x)−Q(x)

r(x)
dx

⎞
⎠ |f(y)|ydy

≤
∞∫

0

⎛
⎝1 +

eλR(y)+Q(y)

y

∞∫

y

e−λR(x)−Q(x)dx

⎞
⎠ y|f(y)|dy

≤
∞∫

0

⎛
⎝1 + r̃

eλR(y)+Q(y)

y

∞∫

y

xe−λR(x)−Q(x)

r(x)
dx

⎞
⎠ y|f(y)|dy

≤ (1 + r̃(λ− r̃)−1)‖f‖,
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where we again used monotonicity of e−Q(x), inverted estimate (9.97): 1/r̃ ≤
x/r(x), and (9.103).

Next we observe that for f ∈ X,

r(x)u(x) = e−λR(x)−Q(x)

x∫

0

eλR(y)+Q(y)f(y)dy,

and both e−λR(x)−Q(x) and the integral (as a function of its upper limit) are
absolutely continuous and bounded over any fixed interval [α, β] ⊂ (0,∞).
Therefore it follows that the product is absolutely continuous on [α, β] and
therefore ru is absolutely continuous. Moreover,

−(r(x)u(x))x = (λ + a(x))
e−λR(x)−Q(x)

r(x)

x∫

0

eλR(y)+Q(y)f(y)dy − f(x)

= (λ + a(x))u(x)− f(x) ∈ X,

so that R(λ)X ⊂ D(T ). Because clearly (λ − T )D(T ) ⊂ X we have (λI −
T )R(λ)f = f for any f ∈ X. To show that R(λ) is the resolvent for T it is
enough to show that λI−T is injective on D(T ). We see that the only solution
(up to a multiplicative constant) to

(r(x)u(x))x + a(x)u(x) + λu(x) = 0,

is uλ(x) = e−λR(x)−Q(x)/r(x). First, we observe that because e−Q(x) is positive
and decreasing, e−Q(x) ≥ c > 0 in some interval [0, α]. Moreover, because
r(x) ≤ r̃x, we have for x ≤ 1,

e−λR(x) = exp

⎛
⎝−λ

x∫

1

ds

r(s)

⎞
⎠ = exp

⎛
⎝λ

1∫

x

ds

r(s)

⎞
⎠ ≥ exp

(
−λ

r̃
lnx

)
= x−λ/r̃.

Therefore, for α < 1,

‖uλ‖ =

∞∫

0

e−λR(x)−Q(x)

r(x)
xdx ≥ c

α∫

0

e−λR(x)

r(x)
xdx ≥ c

r̃

α∫

0

x−λ/r̃dx =∞,

(9.106)

as λ > r̃. Hence, λI − T is injective for λ > b̃ (on its maximal domain) and
R(λ) = R(λ, T ). The resolvent is a positive operator hence, by the Hille–
Yosida theorem, (T,D(T )) generates a positive semigroup satisfying (9.104).
⊓⊔

From this proposition it follows that the operator

(T̃ , D(T )) = (T − r̃I,D(T )), (9.107)
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generates a positive semigroup of contractions given by

GT̃ (t)u = e−r̃tGT (t)u. (9.108)

This shows that to prove the existence of a semigroup solving (9.96), charac-
terise its generator, and thus analyse the dynamics of the process, we can use
the substochastic semigroup theory developed in Chapters 5 and 6.

9.3.2 Back to the Growth-fragmentation Equation

Let us return to the problem (9.96) and use the results developed in the
previous subsection. Define the operator B by the expression

[Bu](x) =

∞∫

x

a(y)b(x|y)u(y, t)dy

on the domain D(T̃ ). Firstly, as in Lemma 9.7, we obtain for any u ∈ D(T̃ )+

∞∫

0

(T̃ u + Bu)xdx = −
∞∫

0

(r̃x− r(x))u(x)dx =: C̃(u), (9.109)

which, due to (9.97), shows that the assumptions of Corollary 5.17 are satis-

fied. Hence there is an extension K̃ of the operator T̃ + B that generates a
substochastic semigroup (GK̃(t))t≥0. The relation of (GK̃(t))t≥0 to the prob-
lem (9.96) is given in the next proposition.

Proposition 9.29. The extension K of T + B given by (K,D(K)) = (K̃ +

r̃I,D(K̃)) generates a positive semigroup (GK(t))t≥0 = (er̃tGK̃(t))t≥0. The
generator K is characterised by

(λI −K)−1f =
∞∑

n=0
(λI − T )−1[B(λI − T )−1]nf (9.110)

for f ∈ X and λ > r̃.

Proof. The operator T̃ was constructed from T by subtracting the bounded
operator r̃I. Let us consider the approximating semigroups (Gs(t))t≥0, gen-
erated by (T − r̃I + sK,D(T )), 0 < s < 1, as in the proof of Theorem 5.2. By
Eq. (5.5) we have

lim
s→1−

Gs(t)f = GK̃(t)f (9.111)

in X, uniformly in t on bounded intervals. Define semigroups (G′
s(t))t≥0 =(

er̃tGs(t)
)
t≥0

generated by T + sB. As multiplication by er̃t does not af-

fect convergence in (9.111) we see that (G′
s(t))t≥0 converges strongly to the

semigroup (SG(t))t≥0 = (er̃tGK̃(t))t≥0 which is generated by K = K̃ + r̃I
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and which is an extension of T + B defined on the same domain as K̃,
D(K) = D(K̃).

Formula (9.110) follows immediately from (6.6) by noting that because

λI −K = (λ− r̃)I − K̃ we have (λI −K)−1 = (λ′I − K̃)−1 for λ > r̃ and the
same holds for the resolvent of T . ⊓⊔

Formula (9.109) for T + B takes the form

∞∫

0

(Tu + Bu)xdx =

∞∫

0

r(x)u(x)dx =: C(u). (9.112)

Note that (9.112) is of the form of (6.7) with the exception that the right-hand
side in (9.112) is positive, contrary to (6.7). We already have the existence
of the semigroup, therefore we can use the definition of honesty (6.9) in this
case, as explained in Remark 6.5. Firstly, note that because

C(u) = C̃(u) + r̃

∞∫

0

u(x)xdx

and C̃ extends onto D(K̃) = D(K) by Theorem 6.8, C also extends onto

D(K). Hence, we say that (GK(t))t≥0 is honest if for any 0 ≤ ◦
u∈ D(K) we

have
d

dt
‖GK(t)u0‖X = C (GK(t)u0) . (9.113)

Thus, all results characterising honesty and dishonesty can be applied to
(GK(t))t≥0 with−c(u) replaced by C(u). Because the generator K of (GK(t))t≥0

differs from the generator K̃ of the substochastic semigroup by a bounded
operator r̃I we see, in particular, that (GK(t))t≥0 is honest if and only if
K = T + B which in turn is equivalent to

∞∫

0

Kuxdx ≥ C(u), (9.114)

for any u ∈ R(λ,K)X+, with λ > b̃.
The extensions of the operators with which we are working are defined

similarly to (9.44)–(9.47). Hence, for u ∈ D(T ) := {u ∈ L1(R+, xdx); ru ∈
AC((0,∞))} we denote

[T u](x) = −(r(x)u(x))x − a(x)u(x); (9.115)

thus T : D(T )→ Ef . The operators B and K are defined by (9.45) and (9.46),
respectively. For the extension of the resolvent of T we need more flexibility,
so we consider the operators Lλ defined, for λ > r̃, by the expression
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[Lλf ](x) :=
e−λR(x)−Q(x)

r(x)

x∫

0

eλR(y)+Q(y)f(y)dy (9.116)

that are considered on D(Lλ) = {f ∈ E; x→ [Lλf ](x) is finite a.e.}.
Denoting for a moment by T̃ and L̃λ the analogous extension of the oper-

ator T̃ and its resolvent R(λ, T̃ ), respectively, we see that L̃λ−r̃ = Lλ, λ > r̃
and hence we can repeat the proof of Lemma 9.9 to show that

K̃ ⊂ T̃ + B.

However, as both K̃ and T̃ differ from K and T , respectively, by the operator
of multiplication by r̃, we obtain immediately that

K ⊂ T + B, (9.117)

and therefore, as in Corollary 9.10, we see that if u0 ∈ D(K), then there is a
representation u(·, t) of GK(t)u0 that satisfies (9.96) for almost all t > 0, x > 0.
Also, as in Lemma 9.9, we see that any function u ∈ D(G) is continuous on
(0,∞).

The following result can be proved as Lemma 9.12.

Lemma 9.30. Let B and Lλ be the extensions introduced above. If, for some
g ∈ D(L)+, both g and BLλg belong to L1([α,N ], xdx), where 0 ≤ α < N ≤
∞, then

N∫

α

(−g(x) + [BLλg](x) + λ[Lλg](x))xdx = αr(α)[Lλg](α)−Nr(N)[Lλg](N)

−
N∫

α

a(y)[Lλg](y)

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ dy

+

∞∫

N

a(y)[Lλg](y)

⎛
⎝

N∫

α

b(x|y)xdx

⎞
⎠ dy +

N∫

α

r(x)[Lλg](x)dx. (9.118)

Note that although the calculations leading to (9.118) are the same as those in
Lemma 9.12, Eq. (9.118) is substantially different from (9.49) as the signs at
αr(α)[Lλg](α) and Nr(N)[Lλg](N) are different. This has very serious conse-
quences: the proof of Theorem 9.14 is based on positivity of Nr(N)[Lλg](N);
see Eq. (9.54). However, better regularity assumptions on r allow a refine-
ment of Corollary 9.13 that will prove sufficient for the analysis of honesty
and dishonesty of (GK(t))t≥0.

Theorem 9.31. If u ∈ D(K), then there are sequences αk → 0+ and Nk →
∞ as k →∞ such that
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∞∫

0

[Ku](x)xdx = lim
k→∞

⎛
⎝−

Nk∫

αk

a(y)u(y)

⎛
⎝

αk∫

0

b(x|y)xdx

⎞
⎠ dy

+

∞∫

Nk

a(y)u(y)

⎛
⎝

Nk∫

αk

b(x|y)xdx

⎞
⎠ dy

⎞
⎠+

∞∫

0

r(x)u(x)dx. (9.119)

Proof. In the same way as in Lemma 9.11, we see that if g ∈ E+ is such
that Lλg ∈ X, then g ∈ L1([α,N ], xdx) for any 0 < α < N < ∞. Using
the construction of Remark 6.21, as in Lemma 9.11, we observe that if u =
R(λ,K)f, f ∈ X+ there is g ∈ Ef,+ such that u = Lλg and

Ku = λLλg − g + BLλg,

and, as g ∈ L1([α,N ], xdx), we have BLλg ∈ L1([α,N ], xdx). Hence, by
Lemma 9.30,

∞∫

0

[Ku](x)xdx = lim
k→∞

⎛
⎝ αkr(αk)u(αk)−Nkr(Nk)u(Nk)

−
Nk∫

αk

a(y)u(y)

⎛
⎝

αk∫

0

b(x|y)xdx

⎞
⎠ dy +

∞∫

Nk

a(y)u(y)

⎛
⎝

Nk∫

αk

b(x|y)xdx

⎞
⎠ dy

⎞
⎠

+

∞∫

0

r(x)u(x)dx

for any sequences (αk)k∈N and (Nk)k∈N converging to 0 and ∞, respectively.
Because u ∈ L1(R+, xdx) ∩ C(0,∞), we have lim infx→∞ x2|u(x)| = 0.

Thus, similarly to Theorem 9.26, there is a sequence (Nk)k∈N converging to
∞ such that limk→∞N2

k |u(Nk)| = 0. Similarly, we obtain a sequence (αk)k∈N

that converges to 0 as k → ∞ such that limk→∞ α2
k|u(αk)| = 0. Because

r(x) ≤ r̃x for x > 0, we obtain the thesis. ⊓⊔

Due to assumptions (9.97) and (9.98) the assumptions of Theorems 9.14
and 9.15 coalesce and for the honesty we have a single result.

Theorem 9.32. If a ∈ C((0, η)) for some η > 0 and

lim
x→0+

a(x) < +∞, (9.120)

then K = T + B and hence (GK(t))t≥0 is honest.
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Proof. As in the previous proof, it is enough to consider u = R(λ,K)f , f ∈
X+, λ > r̃; for such f we have also u = Lλg for some g ∈ E+. Because u ∈ X,
by (9.116) and the Fubini-Tonelli theorem, we obtain

∞∫

0

(Lλg)(x)xdx =

∞∫

0

yg(y)

⎛
⎝eλR(y)+Q(y)

y

∞∫

y

xe−λR(x)−Q(x)

r(x)
dx

⎞
⎠ dy

=

∞∫

0

yg(y)ψ(y)dy.

The function ψ(y) is continuous and nonnegative, and the only points where
it may be zero are at y = 0 or as y → ∞. As y → 0, the integral term tends
to infinity; see (9.106). Because a is bounded at 0, the other term tends to 0
by (9.102) and the l’Hospital rule gives

lim
y→0+

ψ(y) = lim
y→0+

1

− r(y)
y + λ + a(y)

> 0,

as λ > r̃ and limy→0 r(y)/y = r′(0) ≤ r̃. Thus g ∈ L([0, N ], xdx) for any
N < +∞ and we can put α = 0 in (9.118), and thus in (9.119), getting

∞∫

0

[Ku](x)xdx = lim
N→+∞

⎛
⎝

∞∫

N

a(y)u(y)

⎛
⎝

N∫

0

b(x|y)xdx

⎞
⎠ dy

⎞
⎠+

∞∫

0

r(x)u(x)dx

≥ C(u),

so that (9.114) is obviously satisfied. ⊓⊔

9.3.3 Dishonesty

The result on dishonesty below is intended primarily as an example so that
the regularity assumptions on the coefficients are not necessarily optimal. As
in Subsection 9.2.3, we restrict our attention to b given by (8.15): b(x|y) =
y−1h(x/y) and satisfying (9.59):

−
1∫

0

zh(z)ln zdz < +∞.

Theorem 9.33. Assume that r ∈ C1([0,∞)) with inf0≤x<∞ r′(x) > −∞,

1

xa(x)
∈ L1([0, η]),

1

xka(x)
∈ L1([N,∞)) (9.121)

for some η,N, k > 0, a ∈ C1((0,∞)), a > 0 on (0,∞) and
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sup
x∈[0,∞)

∣∣∣∣
xa′(x)

a(x)

∣∣∣∣ = L < +∞. (9.122)

Then (GK(t))t≥0 is dishonest.

Proof. To simplify notation we put η = 1. We use Theorem 6.23 so that we
work with the operator extensions (9.115)–(9.116) and construct u ∈ D(K)+
satisfying the assumptions of this theorem. Let us define

u(x) =

{
1

x2a(x) for 0 < x < 1,
1

x2+ma(x) for x ≥ 1,

where m > 0 and m + 1 ≥ k; see (9.121). Clearly, u ∈ X and it is continuous
on (0,∞). Moreover au ∈ L1([N,∞), xdx) for any N > 0, and therefore we
can pass to the limit with N → ∞ in the integral terms on the right-hand

side of (9.118) (taking into account that for N ≥ y we have
∫ N

α
b(x|y)xdx =∫ y

α
b(x|y)xdx ≤ y). Thanks to the continuity of u, we can repeat the argument

of Theorem 9.31 getting

∞∫

0

[Ku](x)xdx = − lim
k→∞

∞∫

αk

a(y)u(y)

⎛
⎝

αk∫

0

b(x|y)xdx

⎞
⎠ dy +

∞∫

0

r(x)u(x)dx,

(9.123)
for some (αk)k∈N converging to zero, where we used the estimate (9.97) to
pass to the limit in the last term.

Consider the interval (0, 1] where we have u(x) = 1/x2a(x). Using b(x|y) =
h(x/y)/y we have, as in (9.71),

− lim
α→0+

1∫

α

⎛
⎝

α∫

0

b(x|y)xdx

⎞
⎠ a(y)u(y)dy =

1∫

0

zh(z) ln zdz < 0.

Furthermore, the integral
∫∞
1
a(y)u(y)

(∫ α

0
b(x|y)xdx

)
dy converges to zero as

au ∈ L1([1,∞)) and
∫ α

0
b(x|y)xdx ≤ y, by Lebesgue’s dominated convergence

theorem. Thus (9.123) shows that assumption (iii) of Theorem 6.23 is satisfied.
Let us turn our attention to assumption (ii). Let us write

(λu(x) + (r(x)u(x))′) +

⎛
⎝r(x)u(x)−

∞∫

x

r(y)h

(
x

y

)
y−1u(y)dy

⎞
⎠ = I1 + I2.

First we consider the interval (0, 1]. We have

I1 =
1

x2a(x)

(
λ + r′(x)− 2r(x)

x
− r(x)

x

xa′(x)

a(x)

)
, (9.124)
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and, by assumption, all terms within the brackets are bounded on [0, 1] so
that I1 > 0 for sufficiently large λ. Moreover, I1 ∈ L1([0, 1], xdx) by (9.60).

Furthermore, by (8.16) we have
∫ 1

0
zh(z)dz = 1 so that

1

x2
=

1

x2

1∫

0

zh(z)dz =

∞∫

x

1

y3
h

(
x

y

)
dy ≥

1∫

x

1

y3
h

(
x

y

)
dy+

∞∫

1

1

y3+m
h

(
x

y

)
dy,

for m ≥ 0. Hence

0 ≤ 1

x2
−

1∫

x

1

y3
h

(
x

y

)
dy −

∞∫

x

1

y3+m
h

(
x

y

)
dy

= I2 ≤
1

x2
−

1∫

x

1

y3
h

(
x

y

)
dy =

1

x2

x∫

0

zh(z)dz

which is integrable on [0, 1] with respect to xdx by (9.59).
For x ∈ [1,∞) we have, as in (9.124),

I1 =
1

x2+ma(x)

(
λ + r′(x)− (2 + m)r(x)

x
− r(x)

x

xa′(x)

a(x)

)
,

which is positive and integrable on [1,∞) with respect to xdx, possibly with
larger λ. For I2 we have

I2 =
1

x2+m
−

∞∫

x

1

y3+m
h

(
x

y

)
dy =

1

x2+m
− 1

x2+m

1∫

0

z1+mh(z)dz

≥ 1

x2+m

⎛
⎝1−

1∫

0

zh(z)dz

⎞
⎠ = 0

and clearly, as m > 0,

0 ≤ I2 ≤
1

x2+m

⎛
⎝1−

1∫

0

z1+mh(z)dz

⎞
⎠ ∈ L1([1,∞), xdx).

It remains to prove (i). Integrating by parts we get

[Lλ((ru)′)](x) =
e−λR(x)−Q(x)

r(x)

x∫

0

eλR(y)+Q(y)(r(y)u(y))′dy

= u(x)− e−λR(x)−Q(x)

r(x)
lim

y→0+
r(y)eλR(y)+Q(y)u(y)

−e−λR(x)−Q(x)

r(x)

x∫

0

eλR(y)+Q(y)(λ + a(y))u(y)dy.
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Because close to zero eλR(x)+Q(x) ≤ xλ/r̃, with λ > r̃, and both (ru)′ and
(λ+a)u behave as 1/x2a(x) and 1/x2, respectively, we see that both integrals,
and hence the limit, exist. Because 1/xa(x) is integrable and differentiable
except at 0, we can prove, as in Theorem 9.31, that there is a sequence (xn)n∈N

converging to zero such that 1/a(xn)→ 0. Hence, using this sequence, we have

r(xn)eλR(xn)+Q(xn)u(xn) ≤ r̃xnx
λ/r̃
n

x2
na(xn)

= r̃xλ/r̃−1
n

1

a(xn)
→ 0

and thus u satisfies assumption (i). ⊓⊔



10

Applications to Kinetic Theory

10.1 Introduction

Kinetic theory is the study of the evolution of large systems of non distinguish-
able objects described by their statistical distribution (numerical density) over
the physical states. By a kinetic equation we understand an evolution equation
satisfied by this density.

It is worthwhile to reflect on the place kinetic equations have among vari-
ous descriptions of matter. Large systems of interacting particles are described
at a thermodynamical, or macroscopic, level by several parameters such as
temperature, mass density, pressure and the like. If one treats the matter
as a continuum, equations involving these parameters can be derived from
macroscopic principles of conservation, which lead to the equations of fluid
dynamics, such as the Navier–Stokes or Euler equations. On the other hand,
in principle, these macroscopic parameters can be derived by analyzing the
Newton equations describing dynamics of all molecules of the system. The
sheer number of them, however, usually makes such an approach unfeasible.
Kinetic theory provides an intermediate level of description by looking at the
evolution of the number density of a single particle which, nevertheless, is
sufficient for calculating macroscopic parameters. Kinetic modelling is always
based on microscopic laws of classical dynamics but averaging over states usu-
ally results in integro-differential equations for density. As such, kinetic models
are clearly less accurate than their microscopic counterparts but much richer
than the models obtained by treating the system only from the macroscopic
point of view.

Particular examples studied in Chapters 8 and 9 described systems of par-
ticles characterised by the function giving their statistical distribution with
respect to their size. The corresponding kinetic equation was a suitable frag-
mentation equation (8.2), (9.1), or (9.96).

The origins of mathematical kinetic theory go back to the second half of
the 19th century when the first kinetic model was rigorously established by
Ludwig Boltzmann in 1872. This model is the celebrated Boltzmann equation
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describing the evolution of the distribution function f of a rarefied gas (rar-
efied means here that the mean distance between particles of the gas is large
in comparison to their size) undergoing only binary collisions. We can roughly
define the distribution function

R+ × R3 × R3 ∋ (t, r,v)→ f(t, r,v)

by saying that f(t, r,v)∆r∆dv is the number of particles in the box r±∆r/2
having the velocity in v ±∆v/2 at a time t.

Formal derivation of the equation is similar to that in the previous chap-
ters; that is, we equate the change of the amount of particles in a particular
state (r,v) due to transport in the phase space to the change due to colli-
sions. The latter is written as a difference of the loss term, representing the
particles moving after the collision to the states with other velocities, and the
gain term, describing the particles which, undergoing collisions, change their
velocity to v. This gives the Boltzmann equation

∂f

∂t
+ v · ∂f

∂r
+

F

m
· ∂f
∂v

= −L(f, f) + G(f, f), (10.1)

where the loss term L is given by

L(f, f)(t, r,v) = f(t, r,v)

∫

R3×S2
+

Q(u,q)f(t, r,w)dudw

and the gain term is

G(f, f)(t, r,v) =

∫

R3×S2
+

Q(u,q)f(t, r,v′)f(t, r,w′)dudw.

Here F is the external force, m is the mass of particles, v,w are pre-collisional
velocities of test and field particles, respectively, and v′,w′ are post-collisional
velocities. Furthermore, u is the unit vector in the direction of the apse-line
bisecting velocities q = w − v and q′ = w′ − v′, S2

+ = {u ∈ S2; u · q ≥ 0},
and Q is the collision kernel depending on the interaction potential. A large
class of interactions can be described by power law potentials

Q(u,q) = β(θ)q(σ−5)/(σ−1), (10.2)

where θ is the angle between u and q and q = |q| is the R3-norm of q. The
parameter σ is the collision parameter giving the so called hard collisions
for σ > 5, Maxwell molecules for σ = 5, and soft collisions for σ < 5. A
very important case of hard, or rigid, spheres is obtained by taking σ →∞.
We recall that in the latter case the particles are assumed not to interact at a
distance but collide according to the laws of elastic impact, as do billiard balls.
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This seems to be a good approximation of a strong repulsive force exerted by
the molecules only when they are close to each other.

Though the formal derivation of the Boltzmann equation (10.1) is rela-
tively simple, the rigorous approach involves several heuristic steps which are
hard to justify on physical grounds. These include assumptions that only bi-
nary collisions are taken into account and that the collisions are instantaneous
and local in space (see, e.g., [66, 55]).

The Boltzmann equation from the very beginning generated a heated de-
bate involving some of the biggest names of 19th century science (e.g., Zermelo
and Poincaré) about the relation between the statistical, irreversible, charac-
ter of the equation and the reversibility of the classical dynamics from which
it was derived (see e.g. [159, 66]).

The philosophy behind the derivation of the classical Boltzmann equation
is so powerful that it extends far beyond the classical theory of gases and it
can successfully be applied to a range of problems arising in various sciences,
especially when one looks at the collective behaviour of large populations; see
[56].

The Boltzmann equation (10.1) is nonlinear (quadratic) and it is notori-
ously difficult to analyse. Our aim here, however, is to look at simpler, linear
versions of this equation.

The linear Boltzmann equation arises in situations where we have a two-
component mixture in which one of the components has a very small density,
so that the collisions of particles of this species (called test particles) can be
neglected in comparison with the collisions with particles of the other species
(called the field particles), and the latter can be neglected in comparison with
the collisions of field particles with each other. If this is the case then evolution
of field particles is not influenced by test particles, but the state of the latter
depends on the field particles. A particularly interesting case arises when field
particles are in equilibrium and hence have a Maxwellian distribution

f0(v) = a0e
−βv2

, (10.3)

with

a0 = ρ
M

2πkBΘ
, β =

M

2kBΘ
,

where v = |v|, ρ,M,Θ are, respectively, the density, the elementary mass, and
the temperature of the field particles, and kB is the Boltzmann constant. In
general, ρ,M and Θ can depend on r and t (but not on the velocity v). In
our considerations, however, they are constants. If we substitute this density
for the density of the field particles in (10.1), we obtain the equation

∂f

∂t
+ v · ∂f

∂r
+

F

m
· ∂f
∂v

= −L(f, f0) + G(f, f0), (10.4)

which is linear and, after some manipulations, [66, pp. 166-167], the right-hand
side can be written in the form
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−L(f, f0)(r,v) + G(f, f0)(r,v) = −ν(r,v)f(r,v) +

∫

R3

k(r,v,v′)f(r,v′)dv′,

(10.5)
where ν is called the collision frequency and k is called the scattering kernel.
The principle of conservation of particles requires that, at least formally,

∫

R3

⎛
⎝−ν(r,v)f(r,v) +

∫

R3

k(r,v,v′)f(r,v′)dv′

⎞
⎠ dv = 0

for any f , which yields, by changing the order of integration,

ν(r,v) =

∫

R3

k(r,v′,v)dv′, (r,v) ∈ R3 × R3. (10.6)

The precise form of k and ν is determined by the scattering potential. We
discuss some typical cases in Subsection 10.1.2.

The linear Boltzmann equation appears in a number of examples ranging
from neutron transport in a gas moderator, electron transport in solids and
ionized gases, to radiative transfer through a planetary or stellar atmosphere
in local thermal equilibrium. In some of these cases, however, important mod-
ifications should be taken into account sometimes producing collision terms
which are not given by standard integral operators. An example describing
electron transport through a crystalline lattice of a semiconductor, where the
scattering operator is an integro-translational operator, is introduced in Sub-
section 10.1.3. We start by introducing general notation and terminology.

10.1.1 General Definitions and Notation

As we described in the introduction, we are interested in modelling the motion
of a gas of test particles through a background of field particles. The test
particles are driven by an external force F that depends on the position vector
r and on the velocity v, but not on time t, and are scattered by localized in
space and instantaneous collisions with field particles which are supposed
to be fixed. This, together with the assumption of low density of the test
particles, makes the problem linear and the time evolution of the one-particle
distribution function f of test particles, depending on position r, velocity v,
and time t, is described by the linear equation

∂f

∂t
+ v · ∂f

∂r
+

F

m
· ∂f
∂v

+ νf = Bf. (10.7)

Here the independent variables (r,v) take values in a set Λ ⊆ R3×R3, which is
called the phase space of the problem. Let us explain the terms and coefficients
of (10.7). First, we define the homogeneous vector field
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X0 := v · ∂
∂r

+
F

m
· ∂

∂v
. (10.8)

Then, formal for a moment, operator f → A0f := −X0f is called the free
streaming operator, f → Af = −(X0 +ν)f and A+B are called the streaming
operator and the (full) transport operator, respectively. Finally C = −νI +B
is called the collision operator. Indeed, as discussed in the previous section,
the collision term Cf describes the change in f due to scattering on the
background. This term is not related to the transport phenomena described
by (10.8), which are accounted for by A0.

We suppose Λ to be either the whole space R3 × R3 or an open subset
of R3 × R3 with a piecewise differentiable boundary. In both cases our first
objective is to study the streaming operator. We list the assumptions which
are valid throughout this chapter.

(A1) The field F : Λ→ R3 is independent of time and is Lipschitz-continuous.
(A2) The field F is divergence-free; that is,

3∑

i=1

∂Fi

∂vi
= 0. (10.9)

(A3) The collision frequency ν : Λ→ R satisfies 0 ≤ ν ∈ L1,loc(Λ).

Our aim is to study both the Cauchy problem for (10.7) if Λ = R3×R3, and the
appropriate initial boundary value problem otherwise. If the collision operator
B is bounded, then the Bounded Perturbation Theorem, Theorem 4.9, reduces
these two problems to the corresponding problems for the streaming operator
alone. However, the study of the full equation in both cases becomes rather
challenging when the operator B is unbounded.

We study two classes of the full transport equation (10.7). The first one
is the classical linear Boltzmann equation, where the collision operator B
is an integral operator, and the other is the linear Boltzmann equation of
semiconductor theory, where B an integro-translational operator. We briefly
describe these two cases in the following subsections.

10.1.2 Linear Maxwell–Boltzmann Equation

In this subsection we discuss the scattering kernel k for the linear Boltzmann
equation with external field (10.4) where the test particles of an ionized gas
interact with field particles either as rigid spheres, or according to the power
law (see, e.g., [135]).

In general, the theory of ionized gases in the presence of an external electric
or magnetic field leads to a system of integro-differential equations describing
the evolution of the distribution function of each type of particles, which are
similar to the nonlinear Boltzmann equation (10.1). However, when the ion-
ization is weak, it is possible to neglect collisions between charged particles
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which, under the assumption that the field particles have the Maxwell distri-
bution, allows us to describe the evolution of the gas particles by the linear
Boltzmann equation (10.4).

Following, for example, [135, pp. 994–996], in the case of hard spheres the
scattering kernel is given by

k(v,v′) =
a

|v − v′| exp

(
−βm2

4M2

(
|v − v′|+ M

m

v2 − v′2

|v − v′|

)2
)
, (10.10)

where m and M are the masses of test and field particles, respectively,

a := ρ

(
M

2πkT

)1/2(
m + M

M

)2
D2

4
,

D is the sum of diameters of the interacting particles, and the other parameters
were defined at (10.3).

The collision frequency ν is given by

ν(v) = 4πa

(
m + M

M

)2

Y (v), (10.11)

where

Y (v) =

(
v +

1

2βv

) 2v∫

0

e−βx2/4dx +
1

β
e−βv2

and ν can be proved to be an increasing function satisfying the estimate

1

l
v < ν(v) ≤ 1

l
(v + v̄0), (10.12)

for some constants l and v̄0.
The calculations for the power law potentials are not as neat but yield

estimates similar to those for hard spheres. Let us recall, (10.2), that in this
case the interactions are governed by

Qγ(u,q) = β(θ)qγ ,

where γ = (σ − 5)/(σ − 1). Calculations in this case are usually done under
the technical assumption of angular cut-off, introduced by Grad, [91, Vol.1,
p. 26], to avoid grazing collision. This amounts to the requirement that

a1 ≤
β(θ)

sin θ
≤ a2

for some constants a1, a2. Under this assumption it can be proved that if
γ > −1, then

kγ(v,v′) ≤ a3k(v,v′), (10.13)
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where kγ is the scattering kernel corresponding to Qγ and a3 is a constant.
Moreover, the collision frequency is a decreasing function of v for γ < 0,
constant for γ = 0 (Maxwell molecules) and increasing for 0 < γ < 1. The
limiting case γ → 1 corresponds to rigid spheres. As a consequence, for γ ≤ 0,

∫

R3

kγ(v′,v)dv′ = ν(v) ≤ ν(0). (10.14)

Moreover, there are constants c and C such that

cIγ(v,v′) < kγ(v,v′) < CIγ(v,v′)

where

Iγ(v,v′)=

(
M + m

2M

)γ+1
πa

β|v − v′|2−γ
exp

(
−βm2

4M2

(
|v − v′|+M

m

v2 − v′2

|v − v′|

)2
)
.

(10.15)

10.1.3 Linear Boltzmann Equation of Semiconductor Theory

The transport equation of semiconductor theory probably is less known to
the general audience than the Boltzmann equation so we spend more time
describing the model.

We consider a gas of electrons which moves through the crystalline lattice
of a semiconductor subject to an external electric field E, which, in the linear
model considered here, is assumed to be known. The motion of the gas is
described by a density function f satisfying the transport equation (10.7),
customarily written in terms of the wave vector k rather than velocity v:

∂f

∂t
+

1

�

∂ε

∂k
· ∂f
∂r

+
e

�
E · ∂f

∂k
= C(f). (10.16)

As before, the independent variables (r,k) take values in a domain Λ ⊆ R3×R3

and t ∈ R. The unknown function f(t, r,k) represents the density of electrons
at the position r, with the wave vector k, at time t. The parameters � and
e are the Planck constant divided by 2π and the positive electric charge,
respectively. The electron energy ε depends on the band structure of the
crystal and defines the molecular velocity by

v(k) :=
1

�
∂kε(k). (10.17)

Here we consider only the parabolic band approximation for the energy which
is given by

ε(k) =
�2k2

2m∗ , (10.18)

where m∗ is the effective electron mass, which gives
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v =
�

m∗k

and the spatial part of the free-streaming operator in (10.16) as in (10.7).
Now let us describe the collision term in detail. We write

Cf = −νf + Bf, (10.19)

where this time the collision operator B is given by

Bf(r,k) =

∫

R3

S(r,k′,k)f(r,k′)dk′ (10.20)

and the collision frequency ν is defined as

−ν(r,k) =

∫

R3

S(r,k,k′)dk′. (10.21)

The kernel S is defined by

S(r,k,k′)=G1(r,k,k
′)((nq+ 1)δ(ε(k′)−ε(k)+�w) + nqδ(ε(k

′)−ε(k)−�w))

+G0(r,k,k
′)δ(ε(k′)− ε(k)), (10.22)

where G1 and G0 are continuous functions. The constant nq represents the
optical phonon occupation number and is given by the formula

nq =
1

exp( �ω
kBTL

)− 1
,

where kB is the Boltzmann constant, TL is the constant lattice temperature
and ω is the positive constant phonon frequency. Furthermore, δ denotes the
Dirac distribution. We show in the sequel that all compositions involving the
Dirac distribution are well defined.

Though the general mathematical structure of (10.16) is the same as that
of the linear Boltzmann equation, the scattering mechanism in semiconductors
makes (10.16) substantially different from (10.4). The scattering of electrons
on optical phonons is inelastic; that is, the electron can gain or lose only a
prescribed quantum of energy, here equal to �ω, and this instantaneous change
is accounted for by the terms δ(ε(k′)−ε(k)±�ω) in the scattering kernel. The
third term δ(ε(k′)−ε(k)) accounts for the scattering of electrons on impurities,
which is elastic, and so Pauli’s exclusion terms disappear. Thus this term only
describes deflection of electrons without changing their energy. As we show,
the occurrence of the Dirac distribution turns the collision operator B, which
in (10.4) is an integral operator, into an integro-translational operator which
requires different mathematical tools for analysis.

The mathematical study of such operators in the context of semiconductor
theory has a long history (see, e.g., [117, 118, 120, 121, 122]) but only in the
case of bounded collision frequency ν which corresponds to the scattering
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on polar optical phonons. In this case the collision operator C is bounded
in the physically natural space of integrable functions and the question of
well-posedness of (10.16) reduces to that of the transport equation.

However, the choice of scattering kernel depends on the material con-
sidered and many important materials (silicon, gallium arsenide, [103]) give
rise to unbounded collision frequencies and consequently, to the right-hand
side of (10.16) being the sum of two unbounded operators. Such models have
only recently been considered (see [119, 36, 37]) and then only in the space-
homogeneous and field-free case.

The Boltzmann equation of the semiconductor theory is discussed in Sec-
tion 10.4.4 where we prove that the semigroup solving it is honest in many
physically relevant cases. However, we are also able to construct collision op-
erators for which either the semigroup is dishonest, or there are multiple
solutions to (10.16).

10.2 Cauchy Problem for the Streaming Operator in
Λ = R3 × R3.

On Λ = R3×R3 we consider the Lebesgue (and also Borel) measure µ defined
by dµ = dµr,v = drdv. We frequently use the notation

X = L1(Λ, dµ).

Furthermore, to simplify the notation we put x = (r,v) and A(x) =
(v,F(r,v)/m). Clearly, A is a Lipschitz continuous and divergence-free func-
tion from Λ to Λ. Let us denote by K the corresponding Lipschitz constant.
Then, for any x ∈ Λ and t ∈ R, the initial value problem

dy

ds
= A(y), s ∈ R,

y(t) = x, (10.23)

has one and only one solution y(s) taking values in Λ. This allows us to
consider the function ϕ : Λ × R2 → Λ defined by the condition that for
(x, t) ∈ Λ× R,

s→ ϕ(x, t, s), s ∈ R

is the only solution of the problem (10.23). Integral curves of (10.23), that is,
curves given parametrically by ϕ, are called characteristics of X0.

The properties of the function ϕ are well known, [97, 165, 160]. We list
here those that are relevant for studying the streaming operator in X .

Proposition 10.1. The function ϕ has the following properties.

1. ϕ(x, t, t) = x for all x ∈ Λ, t ∈ R;
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2. ϕ(ϕ(x, t, s), s, τ) = ϕ(x, t, τ) for all x ∈ Λ, t, s, τ ∈ R;

3. ϕ(x, t, s) = ϕ(x, t− s, 0) = ϕ(x, 0, s− t) for all x ∈ Λ, t, s ∈ R;

4. |ϕ(x, t, s)− ϕ(y, t, s)| ≤ eK|t−s||x− y| for all x, y ∈ Λ; t, s ∈ R,

5. Function Λ× R× R ∋ (x, t, s)→ ϕ(x, t, s) is continuous;

6. The transformation T defined by t = t, s = s, y = ϕ(x, t, s) is a topological
homeomorphism which is bimeasurable and its inverse T −1 is represented
by t = t, s = s, x = ϕ(y, s, t);

7. For all t, s ∈ R the transformation of Λ onto itself defined by y = ϕ(x, t, s)
is measure-preserving.

The last property is known as the Liouville theorem (see e.g. [66]) and follows
from the fact that X0 is divergence free.

Now we can properly define and study the operator A0. We define

A0 = −X0f,

D(A0) = {f ∈ X ; X0f ∈ X}, (10.24)

where, stretching the definition of distribution multiplication a little, X0f is
understood in the sense of distribution. Precisely speaking, if we take C1

0 (Λ)
as the set of the test functions, f ∈ D(A0) if and only if f ∈ X and there
exists g ∈ X such that

∫

Λ

ψgdµ =

∫

Λ

f∂ ·(ψA)dµ =

∫

Λ

fA · ∂ψdµ (10.25)

for all ψ ∈ C1
0 (Λ), where

A · ∂ψ(x) :=
6∑

i=1

Ai(x)∂iψ(x). (10.26)

The middle term in (10.25) exists as A is Lipschitz continuous, and the last
equality follows as A is divergence-free. If this is the case, we define A0f = g.

Now we show that if assumptions (A1) and (A2) are true, then the operator
A0 is the generator of a stochastic semigroup on X . The result we obtain could
immediately be extended to each Lp with 1 < p <∞.

Theorem 10.2. If A : Λ → Λ is Lipschitz continuous and divergence-free,
then the operator A0 defined by (10.24) is the generator of a strongly contin-
uous stochastic semigroup (GA0(t))t≥0, given by

(GA0
(t)f)(x) = f(ϕ(x, t, 0)), (10.27)

for any f ∈ X and t ≥ 0.
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Proof. Let (Z0(t))t≥0 denote the family defined by the right-hand side of
(10.27). The proof of the theorem is carried out in the following three steps.
In (α) we show that (Z0(t))t≥0 is a strongly continuous semigroup of bounded
linear operators. In (β) we prove that the generator T0 of (Z0(t))t≥0 is an
extension of A0. Finally in (γ) we recognize that D(T0) ⊂ D(A0) so that the
operators T0 and A0 coincide and (GA0(t))t≥0 = (Z0(t))t≥0

(α) By properties 6 and 7 of Proposition 10.1, we see that for any f ∈ X
the composition (x, t) → f(ϕ(x, t, 0)) in (10.27) is a measurable function
satisfying the equality

||Z0(t)f || = ||f ||, (10.28)

hence (Z0(t))t≥0 is a family of bounded linear operators from X to itself. Then
the following relations can easily be verified.

(α1) Z0(0) = I;
(α2) Z0(t + s) = Z0(t)Z0(s), for all s, t ≥ 0;
(α3) limt→0+ ||Z0(t)f − f || = 0, for all f ∈ X .

In fact, (α1) and (α2) follow immediately from Proposition 10.1 (1) and (2).
From (10.28), to prove (α3) we can follow the argument of Example 3.10.
Thus it is enough to show (α3) for every f ∈ C∞

0 (Λ). For such fs we have
limt→0+(Z0(t)f)(x) = f(x) for all x ∈ Λ. Furthermore, if |f(x)| ≤ M for all
x ∈ Λ then |(Z0(t)f)(x)| ≤ M for all x ∈ Λ and, because the support of
Z0(t)f is bounded, the Lebesgue dominated convergence theorem shows that
(α3) is satisfied. Thus (Z0(t))t≥0 is a C0-semigroup.

(β) Now let Y be the set of real-valued functions which are defined on Λ,
are Lipschitz continuous, and compactly supported. Obviously Y ⊂ D(A0)
because if f ∈ Y, then the first-order partial derivatives of f are measurable,
bounded, and compactly supported and thus, multiplied by Lipschitz contin-
uous functions of A, belong to L1(Λ, dµ). For a fixed f ∈ Y, we now denote
by ϑ the real-valued function defined on Λ× R+ by

ϑ(x, t) := (Z0(t)f)(x).

From the previous considerations and Proposition 10.1, there exists a mea-
surable subset E of Λ×R+, with µ(Λ×R+ \E) = 0, such that at each point
(x, t) ∈ E the function ϑ has measurable first-order partial derivatives. In
particular,

∂ϑ

∂t
(x, t) = (Z0(t)A0f)(x), (x, t) ∈ E,

and therefore, if we let λf := ess supx∈Λ |A0f |, then

|∂tϑ(x, t)| ≤ λf ,

for any (x, t) ∈ E.
From this and from part (α) of the proof it follows that for every h > 0,
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||h−1(Z0(h)f − f)−A0f || = ||h−1

∫ h

0

(Z0(s)− I)A0fds|| → 0

as h→ 0+. This proves that Y ⊂ D(T0) and that T0f = A0f , for all f ∈ Y.
Next we prove that Y is a core of A0, that is, that (A0, D(A0)) is the

closure of (A0,Y). Let ωε, ε > 0, be a mollifier (see Example 2.1) and for
g ∈ X , let ωε ∗ g be the mollification of g. We use the Friedrichs lemma,
[133, pp. 313–315] or [156, Lemma 1.2.5] which states that there is C > 0,
independent of ǫ, such that for any Lp function f , 1 ≤ p <∞, we have

‖A0(ωε ∗ f)− ωε ∗A0f‖ ≤ C‖f‖ (10.29)

and
lim

ε→0+
(‖ωε ∗ f − f‖+ ‖A0(ωε ∗ f)−A0f‖) = 0. (10.30)

Estimates (2.9) and (10.29) imply

‖A0(ωε ∗ f)‖ ≤ C‖f‖+ ‖A0f‖

which shows that the mollification f → ωǫ ∗ f is a continuous operator in
D(A0) (equipped with the graph norm) uniformly bounded with respect to ǫ.

Next we observe that the subset of D(A0) consisting of compactly sup-
ported functions is dense in D(A0) with the graph norm. Indeed, let f ∈
D(A0). Because both f,A0f ∈ X , the absolute continuity of the Lebesgue
integral implies that for any given δ > 0 there exists a compact subset Λ′ of
Λ such that ∫

Λ\Λ′

(|f |+ |A0f |)dµ < δ.

For this Λ′ we choose ψ ∈ C∞
0 (Λ) satisfying 0 ≤ ψ(x) ≤ 1 for all x ∈ Λ, and

ψ(x) = 1 for all x ∈ Λ′. Now it is easy to see that ψf ∈ D(A0) and has a
compact support. Moreover,

‖ψf −f‖ ≤ 2

∫

Λ\Λ′

|f |dµ, ‖A0(ψf)−A0f‖ ≤ 2

∫

Λ\Λ′

|A0f |dµ+L

∫

Λ\Λ′

|f |dµ,

where L = sup |A0ψ| can be made independent of Λ′ due to the fact that Λ
is the whole space.

Let f ∈ D(A0) be compactly supported. From Example 2.1 we know that
ωǫ ∗ f is infinitely differentiable and compactly supported and thus belongs
to Y. Equation (10.30) yields that ωǫ ∗ f → f in the graph norm of D(A0).
Because we have shown above that compactly supported functions from D(A0)
are dense in D(A0), we see that (A0, D(A0)) is the closure of (A0,Y) and,
because T0 is a closed extension of (A0,Y), we obtain A0 ⊂ T0.

(γ) Suppose f ∈ D(T0). Then for any fixed λ > 0 there exists a unique
g ∈ X such that f = (λI − T0)

−1g. For any ψ ∈ C1
0 (Λ) we have, by (10.25),
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∫

Λ

A0fψdµ =

∫

Λ

f(x)(A · ∂ψ)(x)dµx

=

∫

Λ

⎛
⎝

∞∫

0

e−λtg(ϕ(x, t, 0))dt

⎞
⎠ (A · ∂ψ)(x)dµx

=

∞∫

0

⎛
⎝
∫

Λ

e−λtg(ϕ(x, t, 0))(A · ∂ψ)(x)dµx

⎞
⎠ dt

=

∞∫

0

⎛
⎝
∫

Λ

e−λtg(y)(A · ∂ψ)(ϕ(y, 0, t))dµy

⎞
⎠ dt

=

∫

Λ

⎛
⎝

∞∫

0

e−λt d

dt
ψ(ϕ(y, 0, t))dt

⎞
⎠ g(y)dµy

=

∫

Λ

⎛
⎝e−λtψ(ϕ(y, 0, t))|∞0 g(y)dµy+ λ

∫

Λ

(∫ ∞

0

e−λtψ(ϕ(y, 0, t))dt

)⎞
⎠ g(y)dµy

= −
∫

Λ

g(y)ψ(y)dµy + λ

∫

Λ

(∫ ∞

0

e−λtg(ϕ(x, t, 0))dt

)
ψ(x)dµx

=−
∫

Λ

(g − λf)ψdµ.

This implies that f ∈ D(A0). Hence T0 ⊂ A0 and A0f = T0f . ⊓⊔

Remark 10.3. We have proved that the semigroup generated by the operator
A0 is stochastic, therefore we have

∫

Λ

A0fdµ = 0 (10.31)

for all f ∈ D(A0).

Now we turn to the streaming operator A given by the field f → −X0f − νf ,
where ν satisfies assumption (A3). We define A by

Af = A0f − νf,

D(A) = {f ∈ D(A0); νf ∈ X}. (10.32)

The following theorem holds.

Theorem 10.4. If assumptions (A1)−(A3) hold, then the operator A defined
by (10.32) is the generator of a substochastic semigroup (GA(t))t≥0 given by
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(GA(t)f)(x) = e−
∫

t
0

ν(ϕ(x,s,0))dsf(ϕ(x, t, 0)), (10.33)

for f ∈ X and t ≥ 0.

Proof. Define (Z(t))t≥0 to be the family on the right-hand side of (10.33).
From the assumptions we see that

Λ× R+ ∋ (x, t)→
t∫

0

ν(ϕ(x, s, 0))ds

is a measurable and nonnegative a.e. function. This, together with Proposition
10.1, implies (as in Theorem 10.2) that (Z(t))t≥0 is a family of bounded
operators in X which satisfies, for all f ∈ X , the inequality

||Z(t)f || ≤ ||f ||. (10.34)

The semigroup relations (α1)−(α3) can be verified as in the proof of Theorem
10.2. To prove strong continuity here, we use, in addition, the property that

lim
t→0+

∫ t

0

ν(ϕ(x, s, 0))ds = 0

for a.a. x ∈ Λ and the boundedness of the exponential function in (10.33).
Hence, the family (Z(t))t≥0, defined by (10.33), is a substochastic semi-

group. Denote its generator by T .
In order to see that D(T ) ⊂ D(A) we begin by proving that for almost all

(x, t) ∈ Λ× R+ we have

∂

∂t

∫ t

0

ν(ϕ(x, 0, s))ds = ν(ϕ(x, 0, t)). (10.35)

We use an argument similar to that used in the proof of Theorem 2.40. The
set

E1 = {(x, t); lim inf
k→∞

k

∫ t+1/k

t

ν(ϕ(x, 0, s))ds = lim sup
k→∞

k

∫ t+1/k

t

ν(ϕ(x, 0, s))ds}

is a measurable subset of Λ×R+. On the other hand, (x, t) ∈ E1 if and only if

the derivative exists and satisfies ∂t

∫ t

0
ν(ϕ(x, 0, s))ds = ν(ϕ(x, 0, t)). Because,

for almost all x ∈ Λ, the x cross-section Ex = {t; (x, t) ∈ E1} is such that
µ(R+ \Ex) = 0, we obtain µ(Λ×R+ \E1) = 0, and the statement is proved.

Now suppose that f ∈ D(T ). Then for any fixed λ > 0 there exists a
unique g ∈ X such that f = (λI − T )−1g =

∫∞
0

exp(−λt)Z(t)gdt. To show
that νf ∈ X we can suppose g ≥ 0. Then
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‖νf‖ =

∫

Λ

ν(x)f(x)dµx =

∫

Λ

(∫ ∞

0

ν(x)e−
∫

t
0
(λ+ν(ϕ(x,s,0)))dsg(ϕ(x, t, 0))dt

)
dµx

=

∞∫

0

⎛
⎝
∫

Λ

ν(ϕ(y, 0, t))e−
∫

t
0
(λ+ν(ϕ(y,0,s)))dsg(y)dµy

⎞
⎠dt

=

∫

Λ

⎛
⎝−

∞∫

0

e−λt d

dt
e−
∫

t
0

ν(ϕ(y,0,s))dsdt

⎞
⎠ g(y)dµy

=

∫

Λ

⎛
⎝1− λ

∞∫

0

e−
∫

t
0
(λ+ν(ϕ(y,0,s)))dsdt

⎞
⎠ g(y)dµy =

∫

Λ

(g − λf)dµ <∞.

Next we show that f = (λI − T )−1g ∈ D(A0). For any ψ ∈ C1
0 (Λ) we have

∫

Λ

A0fψdµ =

∫

Λ

f(x)(A · ∂ψ)(x)dµx

=

∫

Λ

⎛
⎝

∞∫

0

e−
∫

t
0
(λ+ν(ϕ(x,s,0)))dsg(ϕ(x, t, 0))dt

⎞
⎠ (A · ∂ψ)(x)dµx

=

∞∫

0

⎛
⎝
∫

Λ

e−
∫

t
0
(λ+ν(ϕ(x,s,0)))dsg(ϕ(x, t, 0))(A · ∂ψ)(x)dµx

⎞
⎠ dt

=

∞∫

0

⎛
⎝
∫

Λ

e−
∫

t
0
(λ+ν(ϕ(y,0,s)))dsg(y)(A · ∂ψ)(ϕ(y, 0, t))dµy

⎞
⎠dt

=

∫

Λ

⎛
⎝

∞∫

0

e−
∫

t
0
(λ+ν(ϕ(y,0,s)))ds d

dt
ψ(ϕ(y, 0, t))dt

⎞
⎠ g(y)dµy

= −
∫

Λ

ψ(y)g(y)dµy

+

∫

Λ

⎛
⎝

∞∫

0

(λ + ν(ϕ(y, 0, t)))e−
∫

t
0
(λ+ν(ϕ(y,0,s)))dsψ(ϕ(y, 0, t))dt

⎞
⎠g(y)dµy

=

∫

Λ

(−g(x) + λf(x) + ν(x)f(x))ψ(x)dµ = −
∫

Λ

(g − λf − νf)ψdµ.

Because νf ∈ X , we have f ∈ D(A0) and A0f = −g + λf + νf . Hence

(i) D(T ) ⊂ D(A), with Af = Tf ;
(ii) for arbitrary f ∈ D(T ), if g := (λI − T )f , then also (λI −A)f = g,
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so that A defined on D(A) is an extension of T . On the other hand, A0 is
dissipative and thus A = A0 − νI is dissipative on D(A), see (10.32). Thus
for λ > 0 the operator λI − A is a one-to-one extension of λI − T where the
latter is invertible, because T is a generator. Therefore, by Proposition 2.2,
we obtain D(A) = D(T ) and hence (Z(t))t≥0=(GA(t))t≥0. ⊓⊔

10.3 The Streaming Operator in Λ � R3 × R3

10.3.1 Preliminaries

In order to define the streaming operator when Λ � R3 × R3, and also to
characterise its properties, we need some preliminaries.

Let us recall that in this case Λ is assumed to be an open subset of R6 with
a piecewise C1 boundary denoted by ∂Λ. With this assumption, the outward
normal field to Λ, denoted by n, is defined a.e. on ∂Λ (see, e.g., [48, 93]).

Typical examples of Λ that appear in our considerations are Λ = Ω × R3

and Λ = Ω × BV , where Ω is on open subset of R3 with a piecewise C1

boundary, representing the position phase-space, and the velocity v is either
arbitrary, or restricted to the ball BV with the centre v = 0 and radius V .
However, most considerations are valid for a general Λ.

We keep the same notation as in Subsection 10.1.1 and, in particular,
suppose that assumptions (A1)−(A3) are satisfied.

In the previous subsection we have seen that a crucial role is played by
the characteristics of the free streaming operator, represented by the flow ϕ.
They are even more significant in the case of domains with boundary, as they
allow us to introduce the coordinates in Λ which are consistent with the flow
in the sense that each x ∈ Λ is described by a pair (z, s), where z ∈ ∂Λ
is the entry (or exit) point of a characteristic passing through x and s is a
scalar parameter running along it. In the new coordinates the field X0 is just
the ordinary differential operator d/ds. These ideas have been developed in a
series of works (see, e.g., [48, 163, 92, 50]) to mention the most seminal ones.

To make these ideas precise, let us return to the Cauchy problem (10.23)
and, as before, denote its solution by s → ϕ(x, t, s). However, because Λ is
not equal to the whole phase-space, this time ϕ is only defined in a suitable
neighborhood of the initial time t.

Setting t = 0 for a moment, we define (−t−(x), t+(x)) to be the maximal
s-interval for which point ϕ(x, 0, s) lies in Λ. Therefore, returning to an
arbitrary t, the function ϕ is defined on the set

{(x, t, s); x ∈ Λ, t ∈ R, t− t−(x) < s < t + t+(x)}, (10.36)

where it satisfies the properties listed in Proposition 10.1 (with obvious re-
strictions caused by Λ �= R6 and thus possible boundedness of the existence
interval).
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We note that because A is globally Lipschitz continuous on Λ, if the inter-
val (−t−(x), t+(x)) is finite, then the function s→ ϕ(x, 0, s) must be bounded.

Conversely, suppose that the extension of the curve s → ϕ(x, 0, s) to the
right or to the left is finite, that is, that there exists one of the limits

z± := lim
s→±t±(x)

ϕ(x, 0, s) ∈ Λ. (10.37)

Then, defining
∂Λ′ := {x ∈ ∂Λ; A(x) �= 0},

we adopt the assumption that z± ∈ ∂Λ′. In other words, we assume that
whenever the integral curve ϕ has a finite extension to one of the end points
of the maximal interval of existence, then this end point corresponds to a
finite maximal time t±(x), respectively. In such a case

z± = ϕ(x, 0,±t±(x)). (10.38)

From the joint continuity of the flow it follows that for any t ≥ 0 the
sets {x ∈ Λ; t±(x) > t} are open. Consider the set {x ∈ Λ; t+(x) > t}. If
it were not open, we would have a sequence (xn)n∈N converging to x with
0 ≤ t+(xn) ≤ t from which we could select a subsequence such that t+(xnk

)
converges to, say t0 ≤ t. Thus ∂Λ ∋ zk := ϕ(xnk

, 0, t+(xnk
)) converges to

∂Λ ∋ z = ϕ(x, 0, t0) which contradicts the assumption that t+(x) > t. The
other case is analogous. Hence the functions t± : Λ→ R+ are lower semicon-
tinuous and therefore measurable.

Next, for any x ∈ Λ, we define

l(x) = t−(x) + t+(x).

Thus l(x) can be viewed as the length of the integral curve passing through
x. Because the functions t± are measurable, l is also measurable.

After these preliminaries we define

D+ = {z ∈ ∂Λ; z = ϕ(x, 0, t+(x)),x ∈ Λ, t+(x) <∞},
D− = {z ∈ ∂Λ; z = ϕ(x, 0,−t−(x)),x ∈ Λ, t−(x) <∞}. (10.39)

The set D+ (resp., D−) is called the outgoing (resp., incoming) boundary.
The sets D± are subsets of ∂Λ but in general they are not disjoint nor do

they exhaust ∂Λ. However, because ∂Λ is piecewise C1, the set where it is
not C1 is of the surface measure zero. Consider z in a C1 portion of ∂Λ and
a trajectory ϕ(z, 0, s) passing through z. In such a case z ∈ D+ ∩D− if and
only if z is the turning point of ϕ(z, 0, s) in a local coordinate system centred
at z. Thus the Jacobian of ϕ must vanish at this point, see Example 10.8.
However, by Sard’s theorem (e.g., [138]) the set of such points has measure
0, [48, 50] or [92, p. 375]. On the other hand, ∂Λ \ (D+ ∪ D−) is the set of
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points through which no characteristic enters or leaves Λ and therefore these
are the stationary points of A. Because at any stationary point of A we must
have v = 0, we see that this set is at most three-dimensional and thus must
have measure zero. Some of these ideas are illustrated in Example 10.8.

Hence we see that D+ ∪ D− exhaust ∂Λ up to a set of measure 0. From
the properties of ϕ and t±(x), it follows that D± are Borel sets. On D± we
can define t±(x) in the following way. If x ∈ D−, then we put t−(x) = 0 and
denote by t+(x) the length of the integral curve having x as its left end point.
Similarly, if x ∈ D+, then we put t+(x) = 0 and denote by t−(x) the length of
the integral curve having x as its right end point. It is important to remember
that this is a ‘time’ along the trajectory and not the arc length.

As we said earlier, the general idea is to represent Λ as a collection of
characteristics running between points of D− and D+. However, we cannot
do this in a precise way now as there may be too many characteristics which
extend to infinity on either side. As we have not assumed Λ to be bounded,
D− or D+ may be empty. There also may be characteristics running from
−∞ to +∞. Thus, in general characteristics starting from D− or ending at
D+ would not fill the whole Λ and, to proceed, we construct an auxiliary set
by extending Λ into the time domain and use the approach of [50] which is
explained below.

Interlude – Green’s Formula

Here we will briefly discuss important results from [50] or [92, Lemmas XI.3.1,
XI.3.2] which form a foundation for our further considerations. First we note
that these results are formulated and proved in the time-dependent case which
requires that the domain Λ is extended into the time domain as

ΣT = Λ× (0, T ), 0 < T < +∞.

Characteristics are lifted to ΣT by considering the parameter s as the new
coordinate: instead of the integral curves ϕ(x, 0, s) s ∈ (−t−(x), t+(x)) in Λ,
we use the curves (ϕ(x, 0, s), s) in ΣT . In this formulation the boundary has
two new components and the characteristics, which in the previous case could
take infinite time to reach ∂Λ, will enter or leave ΣT through the top s = T
or the bottom s = 0. Hence all characteristics have finite length at most equal
to T .

All considerations done above for Λ can be carried out without any change
in this case. Thus, ∂ΣT,± are, respectively, the incoming and outgoing parts of
the boundary of ΣT defined in the same way as D±. Because all characteristics
are now finite, we can represent ΣT in the following way. For a given point
ξ ∈ ∂ΣT,− there is a unique characteristic of length t+(ξ) with left end point
at ξ. As argued for Λ, the collection of points of ΣT belonging to trajectories
which do not have the initial point at ∂ΣT,− is of measure zero. Similar
considerations are valid for ∂ΣT,+. Thus, with some abuse of notation, we
can represent ΣT , up to a set of measure zero, in one of the two ways
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ΣT = {(ξ, s); ξ ∈ ∂ΣT,−, 0 < s < t+(ξ)}
ΣT = {(ξ, s); ξ ∈ ∂ΣT,+, 0 < s < t−(ξ)}. (10.40)

Next we find the transformation of measures corresponding to this change of
variables. We denote by dmξ = dµxds the Lebesgue measure on ΣT .

Let us further denote by Φ the set of test functions v in ΣT having the
following properties: v is differentiable along each characteristic, v and X0v
are bounded, and the support of each v is bounded, and does not meet char-
acteristics of arbitrarily short length. Then we have:

Lemma 10.5. (i) There are unique positive Borel measures dm± on ∂ΣT,±
such that

∫

ΣT

X0vdm =

∫

∂ΣT,+

vdm+ −
∫

∂ΣT,−

vdm−, v ∈ Φ. (10.41)

(ii) The measure dm can be written in one of the two forms

dm = dm+ds, dm = dm−ds. (10.42)

The factorisation in (10.42) expresses the transformation of measures when
one changes the Cartesian coordinates in ΣT to the coordinates along char-
acteristics, as in (10.40). If we split the boundaries into the lateral part
∂Λ × [0, T ], and the temporal part Λ × {0, T}, then the measures dm± on
∂Λ × [0, T ] can be written as dµ±dt, where dµ± are Borel measures on D±,
respectively, and the measure on the temporal part is just dµ, [92, pp. 408].
Using these representations, we can use (10.42) explicitly in one of these two
forms: either

T∫

0

∫

Λ

w(x, t)dµxdt =

T∫

0

∫

D+

∫ t−(y)∧t

0

w(ϕ(y, s, 0), t− s)dsdµy,+dt

+

∫

Λ

t−(y)∧T∫

0

w(ϕ(y, s, 0), T − s)dsdµy (10.43)

or

T∫

0

∫

Λ

w(x, t)dµxdt =

T∫

0

∫

D−

t+(y)∧(T−t)∫

0

w(ϕ(y, 0, s), t + s)dsdµy,−dt

+

∫

Λ

t+(y)∧T∫

0

w(ϕ(y, 0, s), s)dsdµy, (10.44)

which are valid for w ∈ L1(ΣT , dµdt).
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Remark 10.6. To have a better understanding of these formulae, let us have a
closer look at (10.44). The left-hand side is the integral of w in the Cartesian
coordinates. Passing to the description along the characteristics, we represent
each point ζ ∈ ΣT in terms of the entry point on ξ ∈ ∂ΣT,− and the time
0 ≤ s ≤ t+(ξ) < +∞ to reach ζ from ξ along the characteristic. So, if
ξ = (y, t), then ζ = (ϕ(y, 0, s), s + t) and t+(ξ) = t+(y) ∧ (T − t). Then
the right-hand side represents the iterated integrals in the new coordinates
obtained by the Fubini theorem. The first integral contains all characteristics
coming from the lateral boundary D− × [0, T ], that is, starting from (y, t),
y ∈ D−, 0 < t < T and having length t+(y) if they leave ΣT by D+ × [0, T ],
or T − t if they leave through the top t = T . The second integral encompasses
the characteristics entering through the temporal boundary {(y, 0); y ∈ Λ}
and again stretching either to D+ × [0, T ] (and then with the length t+(y)),
or to the top t = T (in which case the length is T ).

Remark 10.7. By comparing (10.41) with the classical Green formula for a
differentiable function u (see, e.g., [48]),

∫

Λ

∂xAudµx =

∫

∂Λ

uA · ndσ,

we see that dµ± = ±(A · n)dσ on D± = {x ∈ ∂Λ; A · n ≷ 0}, where n is the
outward unit normal and dσ is the Lebesgue surface measure.

Example 10.8. Let us illustrate the above considerations by finding D± and
the corresponding measures for the field

X0f = v∂rf + E∂vf,

where (r, v) ∈ Λ = (−1, 1) × (−1, 1) and E > 0 is a constant. As in Remark
10.7 above, we disregard the time part in ΣT and only work with Λ.

To find characteristics, we solve the system

ξs = η,

ηs = E,

ξ(s)|s=t = r,

η(s)|s=t = v,

obtaining

ξ(s) =
E

2
(s− t)2 + v(s− t) + r,

η(s) = E(s− t) + v.

Eliminating the parameter, we obtain the family of parabolas
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ξ − r =
1

2E
(η2 − v2),

having vertices along the axis η = 0. These parabolas are traversed from
ξ =∞, η = −∞ to ξ =∞, η =∞ as s runs from −∞ to ∞ and therefore we
can write

D+ = D+,1 ∪D+,2 ∪D+,3

= {(ξ, η); ξ = 1, 0 < η ≤ 1} ∪ {(ξ, η); −1 < ξ ≤ 1, η = 1}
∪{(ξ, η); ξ = −1,−1 < η ≤ 0},

D− = D−,1 ∪D−,2 ∪D−,3

= {(ξ, η); ξ = 1,−1 ≤ η < 0} ∪ {(ξ, η); −1 < ξ ≤ 1, η = −1}
∪{(ξ, η); ξ = −1, 0 ≤ η ≤ 1}.

We note that D+∩D−= {(−1, 0)} and ∂Λ\(D+∪D−) = {(1, 0), (−1, 1), (−1,−1)}
are of measure zero, according to general theory.

To identify the measures, we integrate

1∫

−1

1∫

−1

(η∂rf + E∂vf)drdv =

1∫

−1

(f(1, η)− f(−1, η))ηdη

+

1∫

−1

(f(ξ, 1)− f(ξ,−1))Edξ,

so that dµ+ is given by

ηdη on D+,1, Edξ on D+,2, −ηdη on D+,3,

−ηdη on D−,1, Edξ on D−,2, ηdη on D−,3,

where the integration is to be carried out in the increasing direction of the
variables ξ and η, respectively, and not necessarily according to a given ori-
entation of Λ.

Integration Along Characteristics in Λ

Equipped with (10.43) and (10.44) we can continue with our main topic. As
a first step, we show that it is possible to derive analogous representation for
the integral

∫
Λ
w(x)dµx, w ∈ X = L1(Λ, dµ) without having to resort to the

time domain. We start with the following lemma.

Lemma 10.9. For any T > 0, t+(x) < T for all x ∈ Λ if and only if t−(x) <
T for all x ∈ Λ.
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Proof. Let us suppose that t+(x) < T for all x ∈ Λ. If there exists z ∈ Λ such
that t−(z) > T , then for T < t < t−(z) we have x = ϕ(z, t, 0) = ϕ(z, 0,−t) ∈
Λ. Moreover ϕ(x, 0, s) = ϕ(ϕ(z, t, 0), 0, s) = ϕ(z, t, s) = ϕ(z, t − s, 0) ∈ Λ for
0 < s < t. This implies t+(x) > t > T . The converse can be proved in the
same way. ⊓⊔

As a next step, we derive representations of
∫

Λ
w(x)dµ under the additional

assumption that there exists T > 0 such that every characteristic is finite at
least from one side.

Proposition 10.10. Let us assume that there exists T > 0 such that either
t−(x) < T or t+(x) < T for all x ∈ Λ. If w ∈ X , then we have

∫

Λ

wdµ =

∫

D+

t−(y)∫

0

w(ϕ(y, τ, 0))dτdµy,+ (10.45)

and ∫

Λ

wdµ =

∫

D−

∫ t+(y)

0

w(ϕ(y, 0, τ))dτdµy,−. (10.46)

Proof. From Lemma 10.9 we know that the two assumptions t±(x) < T for
all x ∈ Λ are equivalent. It is clear that if w ∈ X , then w ∈ L1(ΣT , dµdt) for
any T < ∞ and, taking T , satisfying the assumption of the proposition, we
obtain from (10.43),

T

∫

Λ

w(x)dµx =

T∫

0

∫

D+

t−(y)∧t∫

0

w(ϕ(y, τ, 0))dτdµy,+dt+

∫

Λ

t−(y)∫

0

w(ϕ(y, τ, 0))dτdµy,

where the second term at the right-hand side is independent of T . Because
the formula holds for any sufficiently large T , differentiating with respect to
T we obtain (10.45).

Equation (10.46) can be obtained from (10.44) in a similar way. ⊓⊔

In order to obtain formulae for
∫

Λ
wdµ without additional assumptions on

t±(x), we need to introduce new notation. Thus, let us define

Λ± := {x ∈ Λ; t±(x) <∞},
Λ±∞ := {x ∈ Λ; t±(x) = +∞},
D±∞ := {y ∈ D±; t∓(y) = +∞}.

Because the functions t± are semicontinuous, the above sets are measurable.
It is easy to see that x ∈ Λ+ if and only if there exist y ∈ D+ and t > 0 such
that x = ϕ(y, t, 0). Similarly, x ∈ Λ− if and only if there exist y ∈ D− and
t > 0 such that x = ϕ(y, 0, t).
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Furthermore x ∈ Λ+ ∩ Λ−∞ if and only if there exist y ∈ D+∞ and t > 0
such that x = ϕ(y, t, 0), and similarly x ∈ Λ−∩Λ+∞ if and only if there exist
y ∈ D−∞ and t > 0 such that x = ϕ(y, 0, t).

Now we are able to prove the following result.

Proposition 10.11. Suppose w ∈ L1(Λ, dµ). Then

∫

Λ+

wdµ =

∫

D+

t−(y)∫

0

w(ϕ(y, τ, 0))dτdµy,+, (10.47)

∫

Λ−

wdµ =

∫

D−

t+(y)∫

0

w(ϕ(y, 0, τ))dτdµy,−, (10.48)

∫

Λ+∩Λ−∞

wdµ =

∫

D+∞

∞∫

0

w(ϕ(y, τ, 0))dτdµy,+, (10.49)

∫

Λ−∩Λ+∞

wdµ =

∫

D−∞

∞∫

0

w(ϕ(y, 0, τ))dτdµy,−. (10.50)

Proof. To prove (10.47), let us fix T > 0 and consider the subset ΛT+ of Λ
defined by ΛT+ = {x ∈ Λ; t+(x) < T}. Clearly, x ∈ ΛT+ if and only if
x = ϕ(y, τ, 0), with y ∈ D+ and 0 < τ < t−(y) ∧ T . Hence, by Proposition
10.10, we have

∫

ΛT+

wdµ =

∫

D+

t−(y)∧T∫

0

w(ϕ(y, τ, 0))dτdµy,+.

For positive w the inner integral is increasing with T so, by the monotone
convergence theorem, we can take the limit as T → ∞ and obtain (10.47).
Extension to arbitrary w is done by linearity.

To prove (10.49) we consider the set

ΛT+ ∩ Λ−∞ = {x ∈ Λ; x = ϕ(y, τ, 0),y ∈ D+∞, 0 < τ < T}.

Applying Proposition 10.10 to this set we obtain

∫

ΛT+∩Λ−∞

wdµ =

∫

D+∞

T∫

0

w(ϕ(y, τ, 0))dτdµy,+,

and, as before, passing to the limit as T →∞, we obtain (10.49).
Formulae (10.48) and (10.49) can be obtained in the same way. ⊓⊔
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The last result in this subsection is a formula allowing transfer of functions
between D− and D+.

Proposition 10.12. If ψ ∈ L1(D−, dµ−), then

∫

D−\D−∞

ψ(y)dµy,− =

∫

D+\D+∞

ψ(ϕ(z, t−(z), 0))dµz,+. (10.51)

Proof. For each δ > 0, let wδ be the function defined on Λ+ ∩ Λ− by

wδ(x) =

{
ψ(ϕ(x,t−(x),0))

t−(x)+t+(x) if t−(x) + t+(x) > δ,

0 otherwise.

Clearly, for each positive δ, wδ ∈ L1(Λ+ ∩Λ−, dµ). If we denote D−,δ = {y ∈
D−; t+(y) > δ}, then (10.47) and (10.49) imply

∫

Λ+∩Λ−

wδ(x)dµx =

∫

D−,δ\D−∞

∫ t+(y)

0

ψ(y)

t+(y)
dτdµy,− =

∫

D−,δ\D−∞

ψ(y)dµy,−.

Similarly, denoting D+,δ = {y ∈ D+; t−(y) > δ}, from (10.48) and (10.50)
we get

∫

Λ+∩Λ−

wδ(x)dµx =

∫

D+,δ\D+∞

∫ t−(z)

0

ψ(ϕ(z, t−(z), 0))

t−(z)
dτdµz,+

=

∫

D+,δ\D+∞

ψ(ϕ(z, t−(z), 0))dµz,+,

so ∫

D−,δ\D−∞

ψ(y)dµy,− =

∫

D+,δ\D+∞

ψ(ϕ(z, t−(z), 0))dµz,+,

for each δ > 0. Passing to the limit as δ → 0+, we obtain (10.51). ⊓⊔

10.3.2 The Maximal Free Streaming Operator and the Existence
of Traces

The maximal free streaming operator A0 in the present context is defined in
the same way as for Λ = R3 × R3; that is,

A0f = −X0f,

D(A0) = {f ∈ L1(Λ, dµ); X0f ∈ L1(Λ, dµ)}, (10.52)

where X0 is understood in the sense of distributions, as in (10.25). We prove
several properties of A0 in the following sequence of propositions.
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Proposition 10.13. The set C1(Λ) ∩D(A0) is dense in D(A0) in the graph
norm.

Proof. The proof is similar to part of the proof of Theorem 10.2. If f ∈ D(A0)
is compactly supported in Λ, then ωε ∗ f ∈ C∞

0 (Λ) ⊂ D(A0) for ε sufficiently
small, and the convergence follows directly from (10.30). If, however, the sup-
port of f is not compact, then we have to use a more subtle approach than in
Theorem 10.2.

It is known (see, e.g., [4, Theorem III.3.14]) that there exists a locally finite
covering (Uj)j∈N of Λ by open, relatively compact sets, and a corresponding
partition of unity (αj)j∈N ⊂ C∞

0 (Λ), with suppαj ⊂ Uj for each j ∈ N. Let
f̄j := αjf . Then each f̄j is an element of D(A0) with a compact support.
Therefore, from the first part, for a fixed δ > 0 and for each j, there exists
ψj ∈ C∞

0 (Λ) such that suppψj ⊂ Uj and ‖ψj− f̄j‖D(A0) ≤ 2−jδ. Let us define

g(x) =
∞∑

j=1

ψj(x).

Because (Uj)j∈N is locally finite, g ∈ C∞(Λ). Moreover,

‖g − f‖D(A0) ≤
∞∑

j=1

‖ψj − f̄j‖D(A0) ≤ δ

so that g ∈ D(A0) and, because δ was arbitrary, the proposition is proved.
⊓⊔

Proposition 10.14. Let f ∈ D(A0). Then limt→0+ f(ϕ(y, t, 0)) exists for
almost all y ∈ D+. Similarly, limt→0+ f(ϕ(y, 0, t)) exists for a.a. y ∈ D−.

Proof. If f ∈ D(A0), then, according to Proposition 10.13, there exists a
sequence (fk)k∈N, from C1(Λ) ∩D(A0), such that limk→∞ fk = f in D(A0).
This implies, using (10.47), that if k →∞, then

∫

Λ+

|fk − f |dµ =

∫

D+

t−(y)∫

0

|fk(ϕ(y, τ, 0))− f(ϕ(y, τ, 0))|dτdµy,+ → 0

and

∫

Λ+

|A0fk−A0f |dµ =

∫

D+

t−(y)∫

0

|(A0fk)(ϕ(y, τ, 0))−(A0f)(ϕ(y, τ, 0))|dτdµy,+→ 0.

Hence, for almost all y ∈ D+ we have fk(ϕ(y, ·, 0)) → f(ϕ(y, ·, 0)) in
L1((0, t−(y)), dt) and (A0fk)(ϕ(y, ·, 0))→ (A0f)(ϕ(y, ·, 0)) in L1((0, t−(y)), dt)
as k →∞.
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Let us choose y ∈ D+ such that the above properties hold. Then, pass-
ing if necessary to a subsequence, we may suppose that fk(ϕ(y, t, 0)) con-
verges pointwise to f(ϕ(y, t, 0)) for almost every t ∈ (0, t−(y)). Choose
t0 ∈ (0, t−(y)) such that

lim
k→∞

fk(ϕ(y, t0, 0)) = f(ϕ(y, t0, 0)).

Then for any t ∈ (0, t−(y)) we have

fk(ϕ(y, t, 0))− fk(ϕ(y, t0, 0)) =

∫ t

t0

(A0fk)(ϕ(y, τ, 0))dτ.

Because the right-hand side has a limit as k → ∞, changing, if necessary, f
on a set of measure zero, for any t ∈ (0, t−(y)) we have

lim
k→∞

fk(ϕ(y, t, 0)) = f(ϕ(y, t, 0)),

and

f(ϕ(y, t, 0)) = f(ϕ(y, t0, 0)) +

∫ t

t0

(A0f)(ϕ(y, τ, 0))dτ.

This formula also implies that there exists

lim
t→0+

f(ϕ(y, t, 0)) = f(ϕ(y, t0, 0))−
∫ t0

0

(A0f)(ϕ(y, τ, 0))dτ,

and it is easy to verify that the right-hand side does not depend on the t0.
The second statement can be proved in the same way. ⊓⊔

Proposition 10.14 allows us to define traces. Let f ∈ D(A0). We define
T±f : D± → R by

T+f(y) = lim
t→0+

f(ϕ(y, t, 0)) (10.53)

T−f(y) = lim
t→0+

f(ϕ(y, 0, t)) (10.54)

for any y ∈ D± such that the respective limit exists.

Remark 10.15. For a given f ∈ D(A0), let us consider a sequence (fk)k∈N ⊂
C1(Λ) ∩ D(A0) such that limk→∞ fk = f in D(A0). Then, according to the
previous proof, we have also

T+f(y) = lim
k→∞

T+fk(y),

T−f(y) = lim
k→∞

T−fk(y)

for almost all y ∈ D±.
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10.3.3 The Streaming Operator with Zero Boundary Conditions

Let us define the family (Z0(t))t≥0 by the following expression

(Z0(t)f)(x) =

{
f(ϕ(x, t, 0)) if 0 ≤ t < t−(x),
0 if t ≥ t−(x),

(10.55)

where f ∈ X . We return here to the operator Af = −X0f − νf and suppose
that the assumptions (A1)−(A3) are satisfied. In particular, ν ∈ L1,loc(Λ).

Then we define another family by putting for any f ∈ X ,

(Z(t)f)(x) =

{
e−
∫

t
0

ν(ϕ(x,s,0))dsf(ϕ(x, t, 0)) if 0 ≤ t < t−(x),
0 if t ≥ t−(x).

(10.56)

The next two theorems are the counterparts of Theorems 10.2 and 10.4 for
the case of Λ with a nonempty boundary.

Theorem 10.16. The family Z0(t) of linear operators defined by (10.55) is a
strongly continuous semigroup on X satisfying

‖Z0(t)f‖ ≤ ‖f‖ (10.57)

for all f ∈ X and t ≥ 0.

Proof. Proposition 10.1 implies that for any f ∈ X and t ≥ 0, the function
Z0(t)f : Λ→ R is measurable. Due to the change in the definition of (Z0(t))t≥0

we need some care in proving that it is a semigroup. For this we note that:

1. ϕ(x, 0, 0) = x for all x ∈ Λ;
2. for any x ∈ Λ, if s, t ≥ 0 are such that 0 ≤ t + s < t−(x), then 0 ≤ t <

t−(x)− s = t−(ϕ(x, s, 0)); hence ϕ(x, t + s, 0) = ϕ(ϕ(x, s, 0), t, 0);
3. for any x ∈ Λ, if s, t ≥ 0 are such that t+s ≥ t−(x), then either t ≥ t−(x),

or t < t−(x) in which case s ≥ t−(x)− t = t−(ϕ(x, t, 0)).

From these properties of ϕ we infer that for any f ∈ X and t, s ≥ 0 we
have Z0(0)f = f and Z0(t + s)f = Z0(t)Z0(s)f . Therefore (Z0(t))t≥0 is a
semigroup.

Now we prove (10.57). Writing Λ = Λ+ ∪ (Λ− ∩ Λ+∞) ∪ (Λ−∞ ∩ Λ+∞),
where the terms are mutually disjoint, we have
∫

Λ

|Z0(t)f |dµ =

∫

Λ+

|Z0(t)f |dµ +

∫

Λ−∩Λ+∞

|Z0(t)f |dµ +

∫

Λ−∞∩Λ+∞

|Z0(t)f |dµ.

(10.58)
By Proposition 10.11 we can write

∫

Λ+

|Z0(t)f |dµ =

∫

D+

t−(y)∫

0

|Z0(t)f |(ϕ(y, τ, 0))dτdµy,+



312 10 Applications to Kinetic Theory

=

∫

D+

0∨(t−(y)−t)∫

0

|f |(ϕ(y, τ + t, 0))dτdµy,+

=

∫

D+

t∨t−(y)∫

t

|f |(ϕ(y, σ, 0))dσdµy,+ ≤
∫

Λ+

|f |dµ.

Because for y ∈ D−∞ we have t−(ϕ(y, 0, τ))=τ , thus (Z0(t))f(ϕ(y, 0, τ)) = 0
for τ <t and hence

∫

Λ−∩Λ+∞

|Z0(t)f |dµ =

∫

D−∞

∞∫

0

|Z0(t)f |(ϕ(y, 0, τ))dτdµy,−

=

∫

D−∞

∞∫

t

|f |(ϕ(y, 0, τ − t))dτdµy,−

=

∫

D−∞

∞∫

0

|f |(ϕ(y, 0, τ))dτdµy,− =

∫

Λ−∩Λ+∞

|f |dµ.

Finally ∫

Λ−∞∩Λ+∞

|Z0(t)f |dµ =

∫

Λ−∞∩Λ+∞

|f |dµ,

as this case is the same as the whole space case. Combining these three esti-
mates, we obtain (10.57).

Due to (10.57) the argument used to prove strong continuity in Theorem
10.2 can be repeated without any change; hence the proof is complete. ⊓⊔

Theorem 10.17. The family (Z(t))t≥0, defined by formulae (10.56), is a
strongly continuous semigroup on X such that

‖Z(t)f‖ ≤ ‖f‖ (10.59)

holds for all f ∈ X and t ≥ 0.

Proof. Taking into account the properties of functions ν and ϕ listed in Propo-
sition 10.1, we immediately see that for any f ∈ X and t ≥ 0 the function
Z(t)f : Λ→ R is measurable. The semigroup property can be obtained as in
the proof of Theorem 10.16. Estimate (10.59) follows from (10.57) by the in-
equality |Z(t)f | ≤ |Z0(t)f |. Finally the strong continuity follows from (10.59)

and the equality limt→0+

∫ t

0
ν(ϕ(x, s, 0)ds = 0 for almost all x ∈ Λ, as in the

proof of Theorem 10.4. ⊓⊔

Now we can characterise the generators of both (Z0(t))t≥0 and (Z(t))t≥0.
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Theorem 10.18. Semigroup Z0(t) defined by (10.55) is generated by the op-
erator A0− defined by

A0−f = A0f,

D(A0−) = {f ∈ D(A0); T−f = 0}. (10.60)

Proof. Let T0 be the generator of the semigroup Z0(t). Combining the consid-
erations contained in the proof of Theorem 10.2 with Proposition 10.13 we ob-
tain that D(A0−) ⊂ D(T0). Thus we have only to prove that D(T0) ⊂ D(A0−).
Suppose f ∈ D(T0). Let us fix λ > 0 and define g := (λI − T0)f ∈ X , that is,

f(x) =

t−(x)∫

0

e−λσg(ϕ(x, σ, 0))dσ.

Because for y ∈ D− and 0 < t < t+(y) we have t−(ϕ(y, 0, t)) = t, the
representation

f(ϕ(y, 0, t)) =

t∫

0

e−λσg(ϕ(ϕ(y, 0, t), σ, 0))dσ =

t∫

0

e−λσg(ϕ(y, 0, t− σ))dσ

=

t∫

0

e−λ(t−τ)g(ϕ(y, 0, τ))dτ (10.61)

holds, so that limt→0+ f(ϕ(y, 0, t)) = 0; that is, T−f = 0 (see (10.54)).
Next we show that for any ψ ∈ C1

0 (Λ) we have

∫

Λ

A0fψdµ =

∫

Λ

(−g + λf)ψdµ,

which implies f ∈ D(A0) and A0f = T0f . Then our statement is completely
proved. Indeed, by (10.25),

∫

Λ

A0fψdµ =

∫

Λ

f(x)(A · ∂ψ)(x)dµx

=

∫

Λ+

f(x)(A · ∂ψ)(x)dµx +

∫

Λ−∩Λ+∞

f(x)(A · ∂ψ)(x)dµx +

∫

Λ−∞∩Λ+∞

f(x)(A · ∂ψ)(x)dµx.

We can prove, as above, that for y ∈ D+ we have

f(ϕ(y, t, 0)) =

t−(y)∫

t

e−λ(τ−t)g(ϕ(y, τ, 0))dτ ;



314 10 Applications to Kinetic Theory

hence

∫

Λ+

f(x)(A · ∂ψ)(x)dµx =

∫

D+

t−(y)∫

0

f(ϕ(y, t, 0))(A · ∂ψ)(ϕ(y, t, 0))dtdµy,+

=

∫

D+

t−(y)∫

0

t−(y)∫

t

e−λ(τ−t)g(ϕ(y, τ, 0))(A · ∂ψ)(ϕ(y, t, 0))dτdtdµy,+

= −
∫

D+

t−(y)∫

0

g(ϕ(y, τ, 0))

⎛
⎝

τ∫

0

e−λ(τ−t) d

dt
ψ(ϕ(y, t, 0))dt

⎞
⎠ dτdµy,+

=

∫

D+

t−(y)∫

0

g(ϕ(y, τ, 0))(−ψ(ϕ(y, τ, 0))

+ λ

τ∫

0

e−λ(τ−t)ψ(ϕ(y, t, 0))dt)dτdµy,+

= −
∫

Λ+

(g(x)− λf(x))ψ(x)dµx.

Similarly, for y ∈ D− we have, by (10.61),

f(ϕ(y, 0, t)) =

t∫

0

e−λ(t−τ)g(ϕ(y, 0, τ))dτ,

hence
∫

Λ−∩Λ+∞

f(x)(A · ∂ψ)(x)dµx =

∫

D−∞

∞∫

0

f(ϕ(y, 0, t))(A · ∂ψ)(ϕ(y, 0, t))dtdµy,−

=

∫

D−∞

∞∫

0

⎛
⎝

t∫

0

e−λ(t−τ)g(ϕ(y, 0, τ))dτ

⎞
⎠ (A · ∂ψ)(ϕ(y, 0, t))dtdµy,−

=

∫

D−∞

∞∫

0

g(ϕ(y, 0, τ))

⎛
⎝

∞∫

τ

e−λ(t−τ) d

dt
ψ(ϕ(y, 0, t))dt

⎞
⎠ dτdµy,−

=

∫

D−∞

∞∫

0

g(ϕ(y, 0, τ))

⎛
⎝−ψ(ϕ(y, 0, τ)) +λ

∞∫

τ

e−λ(t−τ)ψ(ϕ(y, 0, t))dt

⎞
⎠dτdµy,−

=

∫

Λ−∩Λ+∞

(−g(x) + λf(x))ψ(x)dµx.



10.3 The Streaming Operator in Λ � R3 × R3 315

Finally we have
∫

Λ−∞∩Λ+∞

f(x)(A · ∂ψ)(x)dµx = −
∫

Λ−∞∩Λ+∞

(g(x)− λf(x))ψ(x)dµx

using the same considerations as in the proof of (γ) in Theorem 10.2 because
this case is like the whole space case. Thus, the theorem is proved. ⊓⊔

Remark 10.19. Because the semigroup generated by the operator A0− is sub-
stochastic, we have ∫

Λ

A0−fdµ ≤ 0 (10.62)

for all 0 ≤ f ∈ D(A0−).

Next we pass to the full streaming operator and define the operator A by
(10.32), as in the case Λ = R3×R3. Using the same boundary condition as in
the case of A0, we define

A−f = Af,

D(A−) = {f ∈ D(A); T−f = 0}. (10.63)

The following theorem holds.

Theorem 10.20. The strongly continuous semigroup (Z(t))t≥0 defined by
(10.56) is generated by the operator A− defined by (10.63).

Proof. Denote by T the generator of (Z(t))t≥0. We start by proving D(T ) ⊂
D(A−). If f ∈ D(T ), then for a given λ > 0 we can define g = (λI − T )f ∈
L1(Λ, dµ). Using the resolvent formula (3.16), f can be written as

f(x) =

t−(x)∫

0

e−
∫

t
0
(λ+ν(ϕ(x,s,0)))dsg(ϕ(x, t, 0))dt, x ∈ Λ.

In particular for x = ϕ(y, 0, τ), y ∈ D−, 0 < τ < t+(y) we obtain, as in
(10.61),

f(ϕ(y, 0, τ)) =

τ∫

0

e−
∫

t
0
(λ+ν(ϕ(y,s−τ,0)))dsg(ϕ(y, t− τ, 0))dt

=

τ∫

0

e−
∫

τ
σ

(λ+ν(ϕ(y,0,s′)))ds′

g(ϕ(y, 0, σ))dσ, (10.64)

which yields
T−f(y) = lim

τ→0+
f(ϕ(y, 0, τ)) = 0
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for almost all y ∈ D−.
Similarly, for y ∈ D+ and 0 < τ < t−(y), we obtain

f(ϕ(y, τ, 0)) =

t−(y)−τ∫

0

e−
∫

t
0
(λ+ν(ϕ(y,s+τ,0)))dsg(ϕ(y, t + τ, 0))dt

=

∫ t−(y)

τ

e
−

σ∫
τ

(λ+ν(ϕ(y,s′,0)))ds′

g(ϕ(y, σ, 0))dσ, (10.65)

which gives

T+f(y) = lim
τ→0+

f(ϕ(y, τ, 0)) =

∫ t−(y)

0

e
−

σ∫
0

(λ+ν(ϕ(y,s′,0)))ds′

g(ϕ(y, σ, 0))dσ.

Now we show that T+f ∈ L1(D+, dµ+) and νf ∈ X by establishing the
estimate

‖T+f‖+ ‖(λ + ν)f‖ ≤ ‖g‖ (10.66)

with the equality sign for g ≥ 0.
First, let g ≥ 0. Then f ≥ 0 and

‖(λ + ν)f‖ =

∫

Λ

(λ + ν)fdµ,

where both sides are defined, though possibly infinite. As before, we split the
domain of integration into three subdomains so that
∫

Λ

(λ + ν)fdµ =

∫

Λ+

(λ + ν)fdµ +

∫

Λ−∩Λ+∞

(λ + ν)fdµ +

∫

Λ−∞∩Λ+∞

(λ + ν)fdµ

(10.67)
and estimate each integral on the right separately. For the first one we have
∫

Λ+

(λ + ν)fdµ

=

∫

D+

t−(y)∫

0

t−(y)∫

s

(λ + ν(ϕ(y, s, 0)))e−
∫

τ
s

(λ+ν(ϕ(y,σ,0)))dσg(ϕ(y, τ, 0))dτdsdµy,+

=

∫

D+

t−(y)∫

0

g(ϕ(y, τ, 0))

τ∫

0

(λ + ν(ϕ(y, s, 0)))e−
∫

τ
s

(λ+ν(ϕ(y,σ,0)))dσdsdτdµy,+

=

∫

D+

t−(y)∫

0

(
1− e

−
τ∫
0

(λ+ν(ϕ(y,σ,0)))dσ
)
g(ϕ(y, τ, 0))dτdµy,+.
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We note that here (and in the calculations below) the changes of variables
and the order of integration are justified by the positivity of integrands in
the sense that if infinity appears somewhere in the chain, then all terms are
infinite.

Because, by (10.47), we can write

∫

D+

t−(y)∫

0

g(ϕ(y, τ, 0))dτdµy,+ =

∫

Λ+

gdµ,

and because

e−
∫

τ
0

(λ+ν(ϕ(y,σ,0)))dσg(ϕ(y, τ, 0)) ≤ g(ϕ(y, τ, 0)),

we obtain

y→ T+f(y) =

t−(y)∫

0

e−
∫

τ
0

(λ+ν(ϕ(y,σ,0)))dσg(ϕ(y, τ, 0))dτ ∈ L1(D+, dµ+)

and hence, by the above calculations, νf is integrable on Λ+ with
∫

Λ+

(λ + ν)fdµ =

∫

Λ+

gdµ−
∫

D+

T+fdµ+.

Now we consider the second integral in (10.67).
∫

Λ−∩Λ+∞

(λ + ν)fdµ

=

∫

D−∞

∞∫

0

s∫

0

(λ + ν(ϕ(y, 0, s)))e−
∫

s
τ
(λ+ν(ϕ(y,0,σ)))dσg(ϕ(y, 0, τ))dτdsdµy,−

=

∫

D−∞

∞∫

0

g(ϕ(y, 0, τ))

∞∫

τ

(λ + ν(ϕ(y, 0, s)))e−
∫

s
τ
(λ+ν(ϕ(y,0,σ)))dσdsdτdµy,−

=

∫

Λ−∩Λ+∞

gdµ.

Finally, for the third term of (10.67) we have
∫

Λ−∞∩Λ+∞

(λ + ν)fdµ

=

∫

Λ−∞∩Λ+∞

(λ + ν(x))

∞∫

0

e−
∫

t
0
(λ+ν(ϕ(x,s,0)))dsg(ϕ(x, t, 0))dtdµx



318 10 Applications to Kinetic Theory

=

∞∫

0

∫

Λ−∞∩Λ+∞

(λ + ν(x))e−
∫

t
0
(λ+ν(ϕ(x,s,0)))dsg(ϕ(x, t, 0))dµxdt

=

∞∫

0

∫

Λ−∞∩Λ+∞

(λ + ν(ϕ(z, 0, t)))e−
∫

t
0
(λ+ν(ϕ(z,0,s)))dsg(z)dµzdt

=

∫

Λ−∞∩Λ+∞

∞∫

0

(λ + ν(ϕ(z, 0, t)))e−
∫

t
0
(λ+ν(ϕ(z,0,s)))dsg(z)dtdµz

=

∫

Λ−∞∩Λ+∞

gdµ.

Combining these three estimates we obtain that νf ∈ X and ‖T+f‖+ ‖(λ +
ν)f‖ = ‖g‖ for g ≥ 0.

In the general case, we define

f(x) =

t−(x)∫

0

e−
∫

t
0
(λ+ν(ϕ(x,s,0)))ds|g|(ϕ(x, t, 0))dt,

so that
‖T+f‖+ ‖(λ + ν)f‖ ≤ ‖T+f‖+ ‖(λ + ν)f‖ ≤ ‖g‖,

and (10.66) is proved.
Next we show that for any ψ ∈ C1

0 (Λ) we have

∫

Λ

(A0f − νf)ψdµ =

∫

Λ

(−g + λf)ψdµ, (10.68)

which, together with νf ∈ X , imply f ∈ D(A) and Tf ⊂ Af . As before, to
show (10.68), we split the domain of integration by writing

∫

Λ

(A0f − νf)ψdµ =

∫

Λ

f(x)((A · ∂ψ)(x)− ν(x)ψ(x))dµx

=

∫

Λ+

f(x)((A · ∂ψ)(x)− ν(x)ψ(x))dµx

+

∫

Λ−∩Λ+∞

f(x)((A · ∂ψ)(x)− ν(x)ψ(x))dµx

+

∫

Λ−∞∩Λ+∞

f(x)((A · ∂ψ)(x)− ν(x)ψ(x))dµx.
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To evaluate the first term, we use the representation (10.65), that is,

f(ϕ(y, t, 0)) =

t−(y)∫

t

e−
∫

τ
t

(λ+ν(ϕ(y,s,0)))dsg(ϕ(y, τ, 0))dτ,

to obtain
∫

Λ+

f(x)((A · ∂ψ)(x)− ν(x)ψ(x))dµx

=

∫

D+

t−(y)∫

0

f(ϕ(y, t, 0))(A · ∂ψ − νψ)(ϕ(y, t, 0))dtdµy,+

=

∫

D+

t−(y)∫

0

t−(y)∫

t

e−
∫

τ
t
(λ+ν(ϕ(y,s,0)))dsg(ϕ(y, τ, 0))(A · ∂ψ−νψ)(ϕ(y, t, 0))dτdtdµy,+

= −
∫

D+

t−(y)∫

0

g(ϕ(y, τ, 0))

τ∫

0

e−λ(τ−t) d

dt

(
e−
∫

τ
t
ν(ϕ(y,s,0))dsψ(ϕ(y, t, 0))

)
dtdτdµy,+

=

∫

D+

t−(y)∫

0

g(ϕ(y, τ, 0))

⎛
⎝−ψ(ϕ(y, τ, 0))

+ λ

τ∫

0

e−
∫

τ
t

(λ+ν(ϕ(y,s,0)))dsψ(ϕ(y, t, 0))dt

⎞
⎠ dτdµy,+

=

∫

Λ+

(−g(x) + λf(x))ψ(x)dµx.

Using analogous representation

f(ϕ(y, 0, t)) =

t∫

0

e−
∫

t
τ
(λ+ν(ϕ(y,0,s)))dsg(ϕ(y, 0, τ))dτ

for y ∈ D−, we obtain

∫

Λ−∩Λ+∞

f(x)((A · ∂ψ)(x)− ν(x)ψ(x))dµx

=

∫

D−∞

∞∫

0

f(ϕ(y, 0, t))(A · ∂ψ − νψ)(ϕ(y, 0, t))dtdµy,−
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=

∫

D−∞

∞∫

0

(A · ∂ψ−νψ)(ϕ(y, 0, t))

t∫

0

e−
∫

t
τ
(λ+ν(ϕ(y,0,s)))dsg(ϕ(y, 0, τ))dτdtdµy,−

=

∫

D−∞

∞∫

0

g(ϕ(y, 0, τ))

∞∫

τ

e−λ(t−τ) d

dt

(
e−
∫

t
τ

ν(ϕ(y,0,s))dsψ(ϕ(y, 0, t))
)
dtdτdµy,−

=

∫

D−∞

∞∫

0

g(ϕ(y, 0, τ))

⎛
⎝−ψ(ϕ(y, 0, τ))

+ λ

∞∫

τ

e−
∫

t
τ
(λ+ν(ϕ(y,0,s)))dsψ(ϕ(y, 0, t))dt

⎞
⎠ dτdµy,−

=

∫

Λ−∩Λ+∞

(−g(x) + λf(x))ψ(x)dµx.

Finally, as in the proof of Theorem 10.2(γ) we obtain

∫

Λ−∞∩Λ+∞

f(x)((A·∂ψ)(x)−ν(x)ψ(x))dµx =

∫

Λ−∞∩Λ+∞

(−g(x)+λf(x))ψ(x)dµx.

These calculations yield that for f ∈ D(T ) we have Af = −g + λf and,
because we have previously proved that T−f = 0, we see that f ∈ D(A−)
so that D(T ) ⊂ D(A−). However, A0− is dissipative by Theorem 10.18 and
because multiplication by −ν is also dissipative, we obtain dissipativity of A−.
Hence applying Proposition 2.2, as at the end of the proof of Theorem 10.4,
gives T = A−. ⊓⊔

Remark 10.21. Using (λI−A0+ν)f = g for f ∈ D(A−) we can rewrite (10.66)
as ∫

Λ

A0fdµ = −
∫

D+

T+fdµ+, f ∈ D(A−). (10.69)

In fact, for a nonnegative g, this follows directly from (10.66) as the norms
are then given by respective integrals and for arbitrary g (and thus arbitrary
f) we use linearity of (10.69) and the representation g = g+ − g−.

A more general version of this formula is given in Corollary 10.44.

10.4 Initial Boundary Value Problems for the Full
Transport Operator

In this section we return to the analysis of the full operator A + B.
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10.4.1 Preliminaries

Let us start with the case Λ = R3×R3 and consider the initial value problem
for the full transport operator (10.7) written in an abstract form as

∂tf = Af + Bf, on Λ× (0,∞),

f(0) = f0, on Λ, (10.70)

where A is the streaming operator defined by (10.32). Theorem 10.4 and the
Bounded Perturbation Theorem, Theorem 4.9, yield the following result.

Theorem 10.22. If B is a bounded linear operator in X , then the operator
K = A + B generates a C0-semigroup (GK(t))t≥0. Moreover, if B ≥ 0 and

∫

Λ

(−νf + Bf)dµ ≤ 0

for all 0 ≤ f ∈ D(A), then (GK(t))t≥0 is a substochastic semigroup.

If Λ � R3 × R3, then we consider the initial boundary value problem for
Eq. (10.7) which can be written in an abstract form as

∂tf = Af + Bf, on Λ× (0,∞),

f(0) = f0, on Λ,

T−f = 0, on D− × (0,∞). (10.71)

We recall that in Theorem 10.20 we proved that the generator of the streaming
semigroup associated with the initial boundary value problem is the operator
A− defined in (10.63). A− is the restriction of the maximal operator A to
functions f ∈ D(A) satisfying the boundary condition T−f = 0. As above, we
immediately have the following theorem.

Theorem 10.23. If the operator B is bounded, then the operator K− = A− +
B generates a C0-semigroup (GK−

(t))t≥0. Moreover, if B ≥ 0, and

∫

Λ

(−νf + Bf)dµ ≤ 0

for all 0 ≤ f ∈ D(A), then (GK−
(t))t≥0 is a substochastic semigroup.

Example 10.24. The operator B is bounded, for instance, in the case of soft
collisions; see (10.14).

Clearly, our main interest is when the operator B is unbounded. The basic
lemma which allows honesty proofs for both Maxwell-Boltzmann and semicon-
ductor problems in this case is given in the next subsection. It is an analogue
of Lemmas 9.11 and 9.30 of the fragmentation problems.
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10.4.2 Crucial Lemma

To proceed, we have to adopt additional assumptions. Throughout the re-
mainder of this chapter we consider the case Λ = Λr ×R3, where Λr = R3 or
Λr = Ω ⊂ R3 is an open set with a piecewise C1 boundary. Moreover,

(A4) there exists a positive constant C such that for any (r,v) ∈ Λ,

F(r,v)

m
· v ≤ C|v|, (10.72)

(A5) for any V > 0 there is M <∞ such that for a.a. r ∈ Λr, |v| ≤ V ,

ν(r,v) ≤M. (10.73)

Let us note that for both A and A− their resolvent is given by the same
formula: for λ > 0 and g ∈ X we have

Lλg(x) :=

t−(x)∫

0

e−
∫

t
0
(λ+ν(ϕ(x,s,0)))dsg(ϕ(x, t, 0))dt (10.74)

with t−(x) =∞ for all x if Λ = R3 × R3.
Following the method of Section 6.3, we denote by L the extension of the

operator L1 by monotonic limits; see (6.38). It follows that the domain F of
this extension is the subset of Ef of measurable and finite a.e. functions for
which

Lg(x) =

t−(x)∫

0

e−
∫

t
0
(1+ν(ϕ(x,s,0)))dsg(ϕ(x, t, 0))dt, (10.75)

defines a function from X . By B we denote the extension of the operator B
defined by (6.37). It is also given by the same integral expression as B.

For an arbitrary υ > 0 we denote

Λυ = {(r,v) ∈ Λ; |v| < υ}.

All the constructions carried out in Subsection 10.3.1 for Λ can be repeated
here for Λυ. Thus if x ∈ Λυ, then (−tυ,−(x), tυ,+(x)) is the maximal s-interval
for which point ϕ(x, 0, s) lies in Λυ. Furthermore, we define

Dυ,+ = {y ∈ ∂Λυ; y = ϕ(x, 0, tυ,+(x)),x ∈ Λυ, tυ,+(x) <∞},
Dυ,− = {y ∈ ∂Λυ; y = ϕ(x, 0,−tυ,−(x)),x ∈ Λυ, tυ,−(x) <∞},

and denote by dµυ,± the corresponding surface measures on Dυ,± defined in
Lemma 10.5.

After these preliminaries we can prove the following important lemma.
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Lemma 10.25. Let g ∈ F+.

1. We have T−(Lg) = 0 almost everywhere on D− and T+(Lg) exists (possibly
infinite) almost everywhere on D+.

2. If T+(Lg) ∈ L1(D+, dµ+), then g ∈ L1(Λυ, dµ) for any υ > 0.

Proof. We begin by observing that because g is measurable, the function
(x, t)→ g(ϕ(x, t, 0)) is defined for almost all x ∈ Λ and t ∈ (−t+(x), t−(x)) by
Proposition 10.1. Because the characteristics fill Λ up to a set of measure zero,
for almost every x the function t→ g(ϕ(x, t, 0)) is defined almost everywhere
on (−t+(x), t−(x)). Let us find the values of Lg along such a characteristic.
Using only the properties of ϕ we obtain, as in (10.65)

Lg(ϕ(x, t, 0)) =

t−(x)−t∫

0

e−
∫

τ
0

(λ+ν(ϕ(x,t+s,0)))dsg(ϕ(x, t + τ, 0))dτ

=

t−(x)∫

t

e−
∫

t
τ
(λ+ν(ϕ(x,s,0)))dsg(ϕ(x, τ, 0))dτ (10.76)

= e

t∫
0

(λ+ν(ϕ(x,s,0)))ds
t−(x)∫

t

e−
∫

t
0
(λ+ν(ϕ(x,s,0)))dsg(ϕ(x, τ, 0))dτ

This shows that for almost all x ∈ Λ

τ → e−
∫

t
0
(λ+ν(ϕ(x,s,0)))dsg(ϕ(x, τ, 0))

is integrable over any interval (t, t−(x)) with −t+(x) < t < t−(x) and thus
Lg is absolutely continuous along almost every characteristic. To proceed, we
return to the proof of Theorem 10.20 and observe that the change of variables
in (10.64) involves only operations along characteristics, and so, by the above
comments, we have

T−(Lg)(y) = 0

for almost any y ∈ D−.
To prove the existence of T+(Lg)(y) for almost any y ∈ D+, we note that

(10.76) corresponds to (10.65) and therefore to obtain T+(Lg)(y) we have to
take the limit of (10.76) as t → 0+. However, because ν is locally integrable,
for almost every y ∈ D+ we have

lim
t→0+

e
∫

t
0
(λ+ν(ϕ(y,s,0)))ds = 1

and the limit of

t−(y)∫

t

e−
∫

t
0
(λ+ν(ϕ(y,s,0)))dsg(ϕ(y, τ, 0))dτ
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as t → 0+ exists (possibly infinite), by the monotone convergence theorem.
This ends the proof of point 1.

To simplify the notation in the second part, we drop the notation T± of
the traces. We note that by assumption (A5) the function ν is bounded on Λυ

and thus ∫

Λυ

((1 + ν)Lg)dµ < +∞.

Returning to the proof of Theorem 10.20 we can retrace all the calculations
leading to (10.66) for positive g as they only involve changing the order of
integration and changing variables along the characteristics. Thus we obtain

∫

Λυ

(1 + ν)Lgdµ +

∫

Dυ,+

Lgdµυ,+ =

∫

Λυ

gdµ +

∫

Dυ,−

Lgdµυ,− (10.77)

under the provision that some terms may be infinite. We note that the traces
are well defined because new components of the boundary of Λυ lie inside Λ
and from part 1, we know that Lg is continuous along almost any character-
istic.

Next, let us define

D′
υ,± = {(r,v) ∈ D±; |v| ≤ υ},

D′′
υ,± = {(r,v) ∈ Λ; r ∈ Ω, |v| = υ,F(r,v) · v ≷ 0},

where the condition in the definition of D′′
υ,± follows from Remark 10.7 as

v = υω = υn, where n is the unit outward normal at the surface of the ball
|v| ≤ υ and ω ∈ S2 is a vector on the unit sphere S2. Then we write

Dυ,± = D′
υ,± ∪D′′

υ,±

so that D′
υ,± ⊂ D± and (10.77) can be written as

∫

Λυ

(1+ν)Lgdµ+

∫

D′
υ,+

Lgdµυ,++

∫

D′′
υ,+

Lgdµυ,+ =

∫

Λυ

gdµ+

∫

D′′
υ,−

Lgdµυ,−, (10.78)

where we used Lg = 0 on D−.
Next we estimate

∫
Dυ,+

Lgdµυ,+. Because D′
υ,+ ⊂ D+,

∫

D′
υ,+

Lgdµυ,+ ≤
∫

D+

Lgdµ+ <∞

by assumption. For the second part of Dυ,+, we note that the measure on
{v ∈ R3; |v| = υ} is given by υ2dω, where dω is the surface measure on the
unit sphere S2. By Remark 10.7 the measure dµυ,+ on D′′

υ,+ is given by
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dµυ,+ = υ2 F

m
· ωdωdr = υ2 F

m
· ndωdr

and assumption F(r,v) · v ≤ C|v| implies F(r, υω) · ω ≤ C, hence

∫

D′′
υ,+

Lgdµυ,+ = υ2

∫

Ω

∫

{ω∈S2;F·ω>0}

Lg(r, υω)
F(r, υω)

m
· ωdωdr

≤ C ′υ2

∫

Ω

∫

S2

Lg(r, υω)dωdr, (10.79)

for some C ′. Because 0 ≤ Lg ∈ L1(Λ, dµ), υ2
∫

S2

∫
Ω

Lg(r, υω)drdω is a positive
function of υ, which is integrable on [0,+∞). By the Fubini theorem we see
that

υ →
∫

D′′
υ,+

Lgdµυ,+

is finite for almost any υ ∈ [0,∞). This shows that for almost every υ,

∫

Λυ

gdµ <∞, (10.80)

and ∫

D′′
υ,−

Lgdµυ,− <∞. (10.81)

Because for any υ′ we can find υ > υ′ (so that Λυ′ ⊂ Λυ) for which (10.80) is
satisfied and because g is nonnegative, we have

∫
Λυ

gdµ <∞ for any υ. ⊓⊔

Corollary 10.26. There exists a sequence (υn)n∈N converging to infinity such
that

lim
n→∞

∫

D′′
υn,+

Lgdµυn,+ = 0. (10.82)

Moreover, (υn)n∈N can be selected to satisfy υn ∈ [n, n + 1) and

∫

D′′
υn,−

Lgdµυn,− < +∞.

Proof. We note that by (10.78) and (10.81) we have

∫

D′′
υ,±

Lgdµυ,± < +∞
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for almost all υ ∈ [0,∞) so in all considerations that follow we can assume that
the selected υ is such that both boundary integrals are finite. We denote by
I0 the subset of [0,∞) for which (10.78) holds with finite boundary integrals.

The first part follows exactly as in the proof of Theorem 9.26; hence we fo-
cus on showing that the sequence (υn)n∈N can be selected to have the required
property. Let us denote In = [n, n + 1) ∩ I0 and

h(υ) :=

∫

D′′
υ,+

Lgdµυ,+.

It is clear that for any ǫ there are only a finite number of sets In for which
h(υ) ≥ ǫ, otherwise h would not be integrable as Ins are of unit length. Thus
for any ǫ, there is Nǫ ∈ N such that for each n ≥ Nǫ there is ξn ∈ In for which
h(ξn) < ǫ. Therefore we can construct an increasing sequence (Nk)k∈N such
that for each n ≥ Nk there is ξk

n ∈ In satisfying h(ξk
n) ≤ 1/k. We construct

the sequence (υn)n∈N by defining υn = ξk
n for Nk ≤ n < Nk+1 and k ≥ 1. For

indices n < N1 we put υn = 1. This is clearly an increasing sequence diverging
to infinity as n → ∞ such that h(υn) → 0. In fact, for any ǫ > 0, if ǫ > 1/k,
then, by construction, 0 ≤ h(υn) ≤ 1/k < ǫ whenever n ≥ Nk. ⊓⊔

Remark 10.27. In particular, for the case when

F(r,v)

m
· v ≤ 0, (10.83)

which includes, for example, the Lorentz force, we have

D′′
υ,+ = ∅,

and (10.78) can be written as

∫

Λυ

(1 + ν)Lgdµ +

∫

D′
υ,+

Lgdµυ,+ =

∫

Λυ

gdµ +

∫

D′′
υ,−

Lgdµυ,− (10.84)

from which it follows that
∫

D′′
υ,−

Lgdµυ,− <∞ for any υ.

10.4.3 Well-posedness of the Maxwell–Boltzmann Equation

In this subsection we specify B to be an integral operator described in Sub-
section 10.1.2. Specifically, we adopt the following assumptions.

(A6) The operator B is an integral operator

(Bf)(r,v) =

∫

R3

k(r,v,v′)f(r,v′)dv′, (10.85)
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where the collision kernel k is a measurable and nonnegative real-valued
function defined on Λ× R3 such that

∫

R3

k(r,v′,v)dv′ = ν(r,v) (10.86)

for almost all (r,v) ∈ Λ.

Our interest here lies with unbounded operators B and thus unbounded colli-
sion frequencies ν. By Subsection 10.1.2, such collision operators occur when
the interactions are given by the power law potentials with γ > 0 and by rigid
spheres interactions.

Due to (10.86), the operator B is well defined on

D(B) := {f ∈ X ; νf ∈ X}. (10.87)

By Theorems 10.4 and 10.20 we have D(B) ⊂ D(A) when Λr = R3 and
D(B) ⊂ D(A−) when Λr = Ω. Thus we can list the properties of A and
B, which allow us to use the theory of substochastic semigroups. In the case
Λr = R3 we have:

1. (A,D(A)) generates a substochastic semigroup, D(B) ⊇ D(A) and Bf ≥
0 for 0 ≤ f ∈ D(A);

2. for all 0 ≤ f ∈ D(A), ∫

Λ

(Af + Bf)dµ = 0, (10.88)

where (10.88) follows from A = A0 − ν, (10.31) and (10.86).
Similarly, for Λr = Ω, the results of the previous section and, in particular,

(10.69), ensure that the following properties hold.

1. (A−, D(A−)) generates a substochastic semigroup, D(B) ⊇ D(A−) and
Bf ≥ 0 for 0 ≤ f ∈ D(A−);

2. For all 0 ≤ f ∈ D(A−)
∫

Λ

(A−f + Bf)dµ = −
∫

D+

T+fdµ+. (10.89)

From the general theory (see Corollary 5.17) we obtain the existence of sub-
stochastic semigroups (GK(t))t≥0 and (GK−

(t))t≥0 generated by extensions,
respectively, K of A + B and K− of A− + B.

The next theorem shows that under an additional assumption, both semi-
groups are honest. This assumption reads:

(A7) there exists C > 0 such that for any fixed V > 0,
∫

|v′|≥V

k(r,v′,v)dv′ ≤ C (10.90)

for almost all r ∈ Λr and |v| ≤ V .
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Then we can prove the following theorem.

Theorem 10.28. Assume that assumptions (A1)−(A7) are satisfied. Then,

(i) if Λr = R3, then K = A + B and (GK(t))t≥0 is honest;
(ii) if Λr = Ω, then K− = A− + B and (GK−

(t))t≥0 is honest.

Proof. To prove this theorem we use Theorem 6.22. Thus we fix arbitrary
g ∈ F+ such that −g + BLg ∈ L1(Λ, dµ) and c(Lg) =

∫
D+

T+Lgdµ+ < +∞
(see (10.89)). The latter condition is void if Λr = R3.

By Lemma 10.25 we can select a sequence (υn)n∈N which converges to
infinity and for which

lim
n→∞

∫

D′′
υn,+

Lgdµ+ = 0, (10.91)

where here and below we use the notation introduced before the lemma. Using
−g + BLg, Lg ∈ L1(Λ, dµ) we can write

∫

Λ

(Lg − g + BLg)dµ = lim
n→∞

∫

Λυn

(Lg − g + BLg)dµ.

Let kn(r,v) :=
∫
|v′|≤υn

k(r,v′,v)dv′ and κn(r,v) = ν(r,v)− kn(r,v), then

∫

Λυn

BLg(x)dµx =

∫

Λr

∫

|v|≤υn

∫

R3

k(r,v,v′)Lg(r,v′)dv′dvdr

=

∫

Λr

∫

R3

Lg(r,v)

∫

|v′|≤υn

k(r,v′,v)dv′dvdr ≥
∫

Λυn

(ν(x)− κn(x))Lg(x)dµx

so that
∫

Λυn

(Lg − g + BLg)dµ ≥
∫

Λυn

((ν + 1)Lg − g − κnLg) dµ.

Using (10.77), we obtain,

∫

Λυn

(Lg − g + BLg)dµ ≥ −
∫

Dυn,+

Lgdµ+ −
∫

Λυn

κnLgdµ

≥ −c(Lg)−
∫

D′′
υn,+

Lgdµ+ −
∫

Λυn

κnLgdµ,

with c(Lg) = 0 if Λr = R3. Because 0 ≤ κn ≤ C on Λυn
by (10.90) and

Lg ∈ L1(Λ, dµ), we have
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lim
n→∞

∫

Λυn

κnLgdµ = 0.

Taking into account (10.91), we obtain
∫

Λ
(Lg − g + BLg)dµ ≥ −c(Lg) which

completes the proof. ⊓⊔

Example 10.29. Assumption (A6) is satisfied for rigid spheres and for hard
potentials with an angular cut off discussed in Section 10.1.2 (see also, e.g.,
[135]). Assume, for simplicity, that the kernel k is independent of r. Then

k(v′,v) ≤ c′

|v − v′| exp

(
− 1

2δ

(
|v − v′|+ c

(v′2 − v2)

|v − v′|

)2
)
, (10.92)

for some constants c, c′, and δ, with c > 1. We take v to have the direction
of the versor e3 and defining u = v′ − v, we have v′ = |u + v| so v′2 =
u2+v2+2uv cosφ, where φ ∈ [0, π] is the angle between u and v with v = ve3.
Denote further s = 2cv cosφ, then s ∈ [−2cv, 2cv], ds = −2cv sinφdφ, and

dv′ = u2du sinφdφdθ = − u2

2cv
du ds dθ.

With the same change of variables we have v′2 − v2 = u2 + su/c. Let us fix
V > 0. Following (10.90) we take v ≤ V and v′ ≥ V , hence u ≥ 0 satisfies

(
u +

s

2c

)2

≥
( s

2c

)2

− v2 + V 2.

The right-hand side is positive for any s, therefore u ≥ uV (s) where

uV (s) = − s

2c
+

√
V 2 − v2 +

( s

2c

)2

.

Thus

∫

|v′|≥V

k(v′,v)dv′ ≤ π
c′

cv

2cv∫

−2cv

∞∫

uV (s)

1

u
e−((c+1)u+s)2/2δu2du ds.

Now if we let σ = (c + 1)u + s, then u = (σ − s)/(c + 1) and

∫

|v′|≥V

k(v′,v)dv′ ≤ πc′

c(c + 1)2v

2cv∫

−2cv

∞∫

gV (s)

(σ − s)e−σ2/2δdσds

with

gV (s) =
(c− 1)s

2c
+ (c + 1)

√
V 2 − v2 +

( s

2c

)2

.
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Because c > 1, clearly gV (s) ≥ 0 for s ≥ 0. However, because V 2 ≥ v2, we
have

gV (s) =
(c− 1)s

2c
+ (c + 1)

√
V 2 − v2 +

( s

2c

)2

≥ (c− 1)s

2c
+ (c + 1)

∣∣∣ s
2c

∣∣∣ ≥ 0

for s ≤ 0 as well. In particular, gV (s) > gV (−s) for any s > 0, gV (−s) ≥ s/c
and gV (s)− gV (−s) = s(c− 1)/c. Using these estimates, we can write

2cv∫

−2cv

∞∫

gV (s)

(σ − s)e−σ2/2δdσds

=

2cv∫

0

⎛
⎜⎝

∞∫

gV (−s)

(σ + s)eσ2/2δdσ +

∞∫

gV (s)

(σ − s)e−σ2/2δdσ

⎞
⎟⎠ds

≤ 2

2cv∫

0

∞∫

s/c

σe−σ2/2δdσds +

2cv∫

0

s

gV (s)∫

gV (−s)

e−σ2/2δdσds

≤ 4cδv +
c− 1

c

2cv∫

0

s2e−s2/2c2δds ≤ 4cδv(1 + c(c− 1)e−1),

where we used xe−x ≤ e−1. Hence, we obtain

sup
|v|≤V

∫

|v′|≥V

k(v′,v)dv′ ≤ 4πc′δ
(c + 1)2

(1 + c(c− 1)e−1).

10.4.4 The Semiconductor Equation

As in the case of the Maxwell–Boltzmann equation, we assume that the phase
space Λ is given by

Λ = Λr × R3,

where either Λr = R3 or Λr = Ω where Ω is an open subset of R3 with
nonempty piecewise differentiable boundary. We also assume that the assump-
tions (A1)–(A5) are satisfied.

As we are mainly interested in the mathematical aspects of the problem,
we use nondimensional and normalized quantities; that is, we consider (10.16)
with the kernel S rewritten in the form

S(r,k,k′) = G1(r,k,k
′)(aδ(ε(k′)− ε(k) + 1) + δ(ε(k′)− ε(k)− 1))

+G0(r,k,k
′)δ(ε(k′)− ε(k)), (10.93)

where
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a > 1

is a constant. Functions G1 and G0 are assumed to be continuous on Λr×R3×
R3. Because in the discussion of the scattering operator the space variable r
is irrelevant, we drop it from the notation. By the standard physical argu-
ment, we assume that both functions depend only on scalar quantities and
are symmetric with respect to the incoming and outgoing particles; that is,

Gi(k,k
′) = Gi(k

2, k′2,ω · ω′) = Gi(k
′2, k2,ω · ω′), i = 0, 1, (10.94)

for some function Gi, where, as usual, for any vector quantity b we put b = |b|
and ω,ω′ ∈ S2. With this convention we have b = bω.

The electron energy ε is taken to be

ε(k) =
k2

2
. (10.95)

As the function k → ε(k) is invertible on R+, all the compositions of the delta
function in (10.93) are well defined, at least for continuous functions (see, e.g.,
[36]). In particular, the action of the Dirac delta δ(ε(k′)− β) on a continuous
function f can be calculated as

<δ(ε(k′)−β), f(k′)>=

∫

R3

f(k′)δ(ε(k′)−β)dk′ = H(β)D(β)

∫

S2

f̃(β,ω′)dω′,

(10.96)

where β ∈ R, f(k) = f̃(k,ω), D(ε) =
√

2ε is the Jacobian of the transfor-
mation (10.95) and H is the Heaviside function, so that the right-hand side
is nonzero only for positive β. Because for f ∈ L1(R

3) the right-hand side is
defined for almost any β ∈ [0,∞), we can take (10.96) as the definition of
<δ(ε(k′)− β), f(k′)> for integrable functions.

In many cases it will be more convenient to work with the collision operator
C written in terms of the energy variable ε and ω in a form which does not
involve the Dirac distribution. Thus, for i = 0, 1 we denote Gi(ε, ε

′,ω · ω′) =
Gi(k

2, k′2,ω · ω′) and u(ε,ω) = f(kω) = f(k), where ε, ε′ are related to
k, k′, respectively, by Eq. (10.95), and use (10.96) to make the notation more
compact by defining

g(ε,ω · ω′) = G1(ε, ε− 1,ω · ω′). (10.97)

Then G1(ε, ε+ 1,ω ·ω′) = G1(ε+ 1, ε,ω ·ω′) = g(ε+ 1,ω ·ω′). Furthermore,
we define h(ε,ω · ω′) = G0(ε, ε,ω · ω′). Moreover, because we mostly use
the ε variable, by (10.96), we work in the weighted space X = L1(R+ ×
S2, D(ε)dεdω). Clearly, all properties of C proved in X are valid for the
corresponding realization of C in terms of variable k in the space L1(R

3) so
we sometimes swap these two descriptions and use the form which is most
convenient. Where it not lead to misunderstanding, we keep the same names
of operators for both descriptions.
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In this subsection we use realizations of the collision operator on various
domains so we need a more specific notation than for the Maxwell-Boltzmann
equation. We start with the formal expressions C and B defining, respectively,
the operators C and B. Using (10.20), (10.21), (10.96), and (10.97) we find

(Cu)(ε,ω) = −ν(ε,ω)u(ε,ω) + (Bu)(ε,ω), (10.98)

where

ν(ε,ω) =

⎛
⎝D(ε + 1)

∫

S2

g(ε + 1,ω · ω′)dω′ (10.99)

+aH(ε− 1)D(ε− 1)

∫

S2

g(ε,ω · ω′)dω′ + D(ε)

∫

S2

h(ε,ω · ω′)dω′

⎞
⎠

(Bu)(ε,ω) = aD(ε+1)

∫

S2

g(ε + 1,ω · ω′)u(ε + 1,ω′)dω′ (10.100)

+H(ε−1)D(ε−1)

∫

S2

g(ε,ω · ω′)u(ε−1,ω′)dω′+D(ε)

∫

S2

h(ε,ω · ω′)u(ε,ω′)dω′.

Let us return to dependence of the coefficients of the collision operator on
r and recall that Λ = Λr ×R3, where Λr is either R3 or a proper subset of it.
We recall that X = L1(Λ, dµ).

The natural domain of the multiplication operator νI is

Dν = {f ∈ X : νf ∈ X}. (10.101)

It is a standard result, [25, 31, 35] (see also Proposition 11.5) that under the
above assumptions we have

∫

R6

(−ν(r,k)f(r,k) + (Bf)(r,k))drdk = 0, (10.102)

for f ∈ Dν . Because the integral operator is positive, we obtain, in particular,
that for arbitrary f ∈ Dν ,

‖Bf‖X ≤ ‖νf‖X , (10.103)

and hence we define the operator B as the realization of the integral expression
(10.20) (or equivalently (10.100)) on the domain

D(B) = Dν ;

that is, Bf = Bf for f ∈ D(B).
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We concern ourselves with solving either the initial value problem (10.70),
or the initial boundary value problem (10.71) for the operator B defined
through (10.100). It is clear that ν, defined by (10.99), satisfies (A5). Thus the
streaming operators, A defined by (10.32) and A− defined by (10.63), generate
substochastic semigroups in, respectively, L1(R

3 × R3) and L1(Ω × R3) (see
Theorems 10.4 and 10.20). Because Dν ⊂ D(A) (resp., D(A−)), we can repeat
the argument from the beginning of Subsection 10.4.3 leading, in particular,
to Eqs. (10.88) and (10.89). Hence we can use Corollary 5.17 to obtain the
existence of substochastic semigroups (GK(t))t≥0 and (GK−

(t))t≥0 generated
by, respectively, extensions K of A + B and K− of A− + B.

In the remainder of this section we discuss honesty, dishonesty, and the
existence of multiple solutions for the semiconductor equations. The results
concerning honesty and dishonesty are based on [17, 69] where they are proved
under slightly more general assumptions. Multiple solutions were analysed in
[37]. However, the results presented here are far from optimal and can be
extended in various directions.

Honesty

Because in the semiconductor model we have to consider the behaviour of
solutions on spheres which are manifolds of lower dimension, the results are
not as neat as in the previous case. We introduce one more assumption which
plays the role of the growth assumption (A7) of the collision kernel k. Here,
the growth of ν is controlled by the function g defined in (10.97). Without
loss of generality, we can assume that g is strictly positive. For any η > 1, let
us define

Mη = sup{g(r, ε, z); r ∈ R3, η ≤ ε ≤ η + 1,−1 ≤ z ≤ 1}
mη = inf{g(r, ε, z); r ∈ R3, η ≤ ε ≤ η + 1,−1 ≤ z ≤ 1}. (10.104)

Then we introduce two alternative assumptions.

(A8a)
∞∑

n=1

1

nMn

=∞, (10.105)

where

Mn := sup

{
g(r, ε, z); r ∈ R3,

n2

2
≤ ε ≤ (n + 1)2

2
+ 1,−1 ≤ z ≤ 1

}
.

(A8b)
E(r,k) · k ≤ 0, (10.106)

and there exists q < 1 such that for all sufficently large n

Mn ≤ qamn−1. (10.107)



334 10 Applications to Kinetic Theory

Example 10.30. Condition (10.105) allows, for example, for a constant func-
tion g which gives rise to an unbounded collision operator. Such a g is used
to model silicon semiconductors.

As we mentioned in Remark 10.27, condition (10.106) (with equality sign)
is satisfied, for instance, by the most common, in this context, Lorentz force.
In general, this condition means that the external force is not accelerating.
Clearly, (10.106) is stronger that (A4).

On the other hand, (10.107) allows the collision frequencies to grow mono-
tonically even as αε with α <

√
a, however, may fail if the collision frequency

oscillates too rapidly between subsequent energy intervals.
Another way of interpreting (10.107) is to assume that ν(r, εω) can be

written as
ν(r, εω) = ν1(ε) + ν2(r, εω), (10.108)

where ν2(r, εω) = o(ν1(ε)) uniformly in r ∈ R3 and ω ∈ S2. In this case,
(10.107) is fully determined by the behaviour of the leading term ν1 and if the
latter is monotonically increasing, then it is satisfied if ν1(η − 1)/ν1(η + 1) >
1/qa for some q < 1 for sufficiently large η. In particular, (10.107) is satisfied
if ν1 is a polynomial.

Theorem 10.31. Assume that assumptions (A1)−A4), (A5), (A6) and either
(A8a) or (A8b) are satisfied. Then,

(i) if Λr = R3, then K = A + B and (GK(t))t≥0 is honest;
(ii) if Λr = Ω, then K− = A− + B and (GK−

(t))t≥0 is honest.

Proof. The proof begins exactly like that of Theorem 10.28 and the first part
is common to both (A8a) and (A8b). To use Theorem 6.22, we fix arbitrary
f ∈ L+ such that −f + BLf ∈ X and such that c(Lf) =

∫
D+

T+Lfdµ+ < +∞
(see (10.89); this condition is void if Λr = R3).

By Corollary 10.26 we can select a sequence (υn)n∈N, n ≤ υn < n + 1
which converges to infinity and for which

lim
n→∞

∫

D′′
υn,+

Lfdµυn,± = 0,

where here and below we use the notation introduced before and in Lemma
10.25. Using −f + BLf, Lf ∈ L1(Λ, dµ) we can write

∫

Λ

(Lf − f + BLf)dµ = lim
n→∞

∫

Λυn

(Lf − f + BLf)dµ.

To further simplify the considerations, we rewrite the above equality using
the energy variable and the set

∆n = {(r, ε,ω) ∈ Λ; ε ≤ ηn} = Λυn
;
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that is, we put ηn = υ2
n/2 and thus n2/2 ≤ ηn < (n + 1)2/2. We also denote

u(r, ε,ω) = f(r,v).
By Lemma 10.25, u ∈ L1(∆n), so BLu has the same property; that is,

∫

∆n

(BLu)(r, ε,ω)D(ε)dεdωdr <∞

and we can write∫

∆n

(−u(r, ε,ω) + (Lu)(r, ε,ω) + (BLu)(r, ε,ω))D(ε)dεdωdr =

−
∫

∆n

u(r, ε,ω)D(ε)dεdωdr +

∫

∆n

(Lu)(r, ε,ω)D(ε)dεdωdr

+

∫

∆n

(BLu)(r, ε,ω)D(ε)dεdωdr.

Using (10.100) we find
∫

∆n

(BLu)(r, ε,ω)D(ε)dεdωdr =

∫

∆n

ν(r, ε,ω)(Lu)(r, εω)D(ε)dεdωdr + bn,

(10.109)
where

bn = a

∫

R3

∫

S2×S2

ηn+1∫

ηn

D(ε− 1)g(r, ε,ω · ω′)D(ε)(Lu)(r, ε,ω′)dω′dεdωdr

−
∫

R3

∫

S2×S2

ηn+1∫

ηn

D(ε)g(r, ε,ω · ω′)D(ε− 1)(Lu)(r, ε− 1,ω′)dω′dεdωdr.

Hence∫

∆n

(
− u(r, ε,ω) + (Lu)(r, ε,ω) + (BLu)(r, ε,ω)

)
D(ε)dεdωdr =

−
∫

∆n

u(r, ε,ω)D(ε)dεdωdr +

∫

∆n

[1 + ν(r, ε,ω)](Lu)(r, ε,ω)D(ε)dεdωdr + bn.

Returning to the previous notation and again taking Lemma 10.25 into ac-
count we obtain∫

Λυn

(−f + Lf + BLf)dµ = −
∫

D′
υn,+

Lfdµυn,+ +

∫

D′′
υn,−

Lfdµυn,−

−
∫

D′′
υn,+

Lfdµυn,+ + bn. (10.110)
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The first integral on the right-hand side converges to c(Lf), whereas the third
converges to zero by Corollary 10.26 and the second is finite and positive due
to the choice of (υn)n∈N. Thus the sequence

(b̄n)n∈N :=

⎛
⎜⎝bn +

∫

D′′
υn,−

Lfdµυn,−

⎞
⎟⎠

n∈N

converges to b̄, say, and we have to show that b̄ ≥ 0. Assume the contrary,
that is, let b̄ < 0. Then, by nonnegativity of the integrals in the definition of
(b̄n)n∈N, we must have bn ≤ −b for some b > 0 and all sufficiently large n.

Introducing the notation

Cn = 4π

∫

R3

∫

S2

∫ ηn+1

ηn

D(ε)(Lu)(r, ε,ω)dεdωdr,

cn = 4π

∫

R3

∫

S2

∫ ηn+1

ηn

D(ε− 1)(Lu)(r, ε− 1,ω)dεdωdr, (10.111)

and using our assumption on bn, for some n0 we have

−b ≥ aD(ηn − 1)mηn
Cn −D(ηn + 1)Mηn

cn (10.112)

for all n ≥ n0.
Here we split the proof and now deal with the assumption (A8a). First we

observe that ∞∑

n=n0

cn ≤ 2‖Lu‖ < +∞. (10.113)

In fact, because (n+1)2/2+1 < (n+2)2/2, at most two subsequent intervals
[ηn, ηn + 1) and [ηn+1, ηn+1 + 1) can overlap.

On the other hand, because aD(ηn − 1)mηn
Cn ≥ 0, from (10.112) we

obtain

cn ≥
b

D(ηn + 1)Mηn

≥ b√
(n + 1)2 + 2Mn

which, by assumption (10.105), contradicts (10.113).
Next we consider assumption (A8b). By Remark 10.27 we can take ηn = n,

b̄n = bn and note that in (10.111) we have Cn = cn+1. Thus (10.112) becomes
the recurrence

bn ≥ aD(n− 1)mncn+1 −D(n + 1)Mncn.

Following the argument after (10.110), we assume that for some b > 0 and n0

we have bn ≤ −b for all n ≥ n0. Let us denote βk = D(n0+k+1)Mn0+k, αk =
aD(n0 − 2 + k)mn0−1+k and γk = cn0+k. Hence, for all k > 0 we must have
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γk+1 ≤ −
b

αk+1
+

βk

αk+1
γk.

By induction we see that γk is dominated by the solutions of the corresponding
difference equation so that, as in (7.31), we obtain that for k ≥ 1,

γk ≤−b
(

1

αk

k∑

l=1

k−l∏

i=1

βk−i

αk−i

)
+ γ0

k−1∏

i=0

βi

αi+1
=:−bAk+ γ0Bk = Bk

(
− b

Ak

Bk
+γ0

)
,

where we put
∏0

i=1 = 1. Now, if limk→∞Ak/Bk = ∞, then γk will eventu-
ally become negative which contradicts the nonnegativity of D(ε)(Lu)(r, ε,ω)
which implies that limn→∞ bn ≥ 0 and the theorem is proved.

Because Ak/Bk = β−1
0

∑k−1
l=0

∏l
i=1 αi/βi we see that limk→∞Ak/Bk =∞

if and only if the series with the general term

Cl =
l∏

i=1

αi

βi
=

aD(n0 + l − 2)mn0+l−1

D(n0 + l + 1)Mn0+l
· · · aD(n0 − 1)mn0

D(n0 + 2)Mn0+1

diverges. From assumptions (A8b) we infer that Mn0+l ≤ qamn0+l−1 for some
q < 1, sufficiently large n0 and all l ≥ 1. Because limk→∞D(k − 3)/D(k) = 1,
we can find q′ > 1 such that for a sufficiently large n0 and all l ≥ 1,

aD(n0 + l − 2)mn0+l−1

D(n0 + l + 1)Mn0+l
≥ q′ > 1,

which shows that
∑∞

l=1 Cl =∞. Thus

∫

Λ

(−f + Lf + BLf)dµ ≥ −c(Lf)

and the theorem is proved. ⊓⊔

Remark 10.32. We observe that a relatively strong assumption (A8a), with its
somewhat awkward notation, follows from the fact that the sequence (υn)n∈N

is uniformly distributed with respect to the velocity variable v, whereas jumps
in the collision operator occur every one unit of the energy variable. Unfortu-
nately, under assumption (A4), this discrepancy seems to be difficult to avoid
because, if we write (10.79) in terms of the energy variable ε, then the right-
hand side is multiplied by ε and thus it may not be integrable with respect
to dε, as the proper measure coming from the sixfold integral in this case is√
εdε. This observation leads, however, to the conclusion that if we impose a

stronger condition on the field:

E(r,k) · k ≤ C

for some constant C, then the right-hand side of (10.79) will only be multiplied
by v, thus yielding integrability with respect to ε. In this case, following



338 10 Applications to Kinetic Theory

the argument of Corollary 10.26, we can find the ‘energy sequence’ (ηn)n∈N

satisfying ηn ∈ [n, n + 1) and such that

∫

D′′
ηn,+

Lgdµηn,+ → 0

as n→∞. Using this sequence in the proof of Theorem 10.31 we can weaken
assumption (A8a) by requiring that only

∞∑

n=1

1
√
n M̃n

=∞, (10.114)

where

M̃n := sup{g(r, ε, z); r ∈ R3, n ≤ ε ≤ n + 2,−1 ≤ z ≤ 1}.

Dishonesty

Our next step is to discuss the possibility of the existence of a dishonest
semigroup in the context of the semiconductor Boltzmann equation. As we
know, this is equivalent to the generator K of (GK(t))t≥0 being a proper
extension of A + B. Because our aim is to provide an example of a dishonest
semigroup, and also to keep calculations within reasonable limits, we do not
try to find the most general assumptions that would ensure this outcome.

We consider the space homogeneous equation

∂tf(t,k) = −E(k) · ∂kf(t,k)− ν(k)f(t,k) + Bf(t,k). (10.115)

The operator A is given by the expression [Af ](k) = −E(k) · ∂kf(k) −
ν(k)f(k), according to (10.32). As usual, the generator corresponding to A+B
is denoted by K. However, as a first step, we consider the simplified case with
E = 0. In this case we deal with the collision operator and, accordingly, the
generator corresponding to −νI + B is denoted by C.

Before proceeding, let us introduce the reduced energy ζ ∈ [0, 1) so that if
ε ∈ [n, n + 1), then ε = n + ζ. Accordingly, for any function f of ε, we define
fn(ζ) := f(ε) = f(n+ ζ) if ε ∈ [n, n+ 1). In what follows we use the notation
f = (fk)k∈N0 to relate a function to the functional sequence generated by it
in this way.

To simplify notation in the next two theorems we denote

γ(ε,ω) =

∫

S2

g(ε,ω · ω′)dω′, (10.116)

and, using the notation introduced above, we define
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γn(ζ,ω) =

∫

S2

gn(ζ,ω · ω′)dω′, (10.117)

where n ≥ 1 (see (10.97)) and

γn(ζ) :=

∫

S2

γn(ζ,ω)dω =

∫

S2×S2

gn(ζ,ω · ω′)dωdω′ (10.118)

for ζ ∈ [0, 1),ω ∈ S2. As we are interested in conditions ensuring the dishon-
esty of (GK(t))t≥0, we further assume that there exists β such that β > a and
for any n ≥ 1 and every ζ ∈ [0, 1),

γ̄n+1(ζ) ≥ βγ̄n(ζ), (10.119)

with infζ∈[0,1) γ1(ζ) = γ > 0 and

γn+1

γn+1

− γn

γn

≥ 0. (10.120)

Example 10.33. Assumption (10.119) ensures that the scattering cross-section
grows exponentially faster than aε so that the honesty is ruled out, see Ex-
ample 10.30. An example of a scattering cross-section satisfying assumptions
(10.119) and (10.120) is offered by

g(ε,ω · ω′) = βεg0(ω · ω′),

where g0 > 0. In this case both (10.120) and (10.119) turn into equality.

Theorem 10.34. If assumptions (10.119) and (10.120) are satisfied, then the
semigroup (GC(t))t≥0 is not honest.

Proof. We follow the same approach as in Subsection 9.2.2. To be able to use
Theorem 6.23, we have to specify the extensions of the operators with which
we will be working. In this case the maximal operator of multiplication νI is
defined on

D(νI) = {f ∈ X ; ν|f | <∞ a.e},
and B is just the integral expression (10.100) defined on integrable functions
on which it is almost everywhere finite (see, e.g., (9.45)). Then we define

Cf := −νf + Bf, (10.121)

defined on D(C) = {f ∈ D(νI) ∩D(B); k→ [Cf ](k) ∈ X}, and

Lf :=
1

1 + ν
f (10.122)

defined on D(L) = {f ∈ E; L|f | < +∞, a.e.} is an extension of the resolvent
of νI. By Corollary 6.19 and Theorem 6.20 we immediately obtain that the
generator C satisfies C ⊂ C.
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Throughout the proof it is advantageous to switch between dependence on
k and dependence on the energy ε for which, as before, we use the identification

f(k) = f(εω) = u(ε,ω). (10.123)

Because ν is bounded on compact subsets of R3, νf ∈ L1,loc(R
3) for f ∈

D(C) ⊂ X . There is no streaming, therefore we do not have to select the
particular sequence (ηn)n∈N to evaluate

∫
R3 Cfdµ. Hence, using simply ηn = n,

as in (10.109), we obtain
∫

R3

[Cf ](k)dk = lim
n→∞

bn, (10.124)

for any f ∈ D(C), where

bn = a

∫

S2×S2

n+1∫

n

D(ε− 1)g(ε,ω · ω′)D(ε)u(ε,ω′)dω′dεdω

−
∫

S2×S2

n+1∫

n

D(ε)g(ε,ω · ω′)D(ε− 1)u(ε− 1,ω′)dω′dεdω.

To show that Theorem 6.23 is applicable here, we construct u ∈ D(C)+ (only
depending on energy ε) for which

lim
n→∞

bn = −b < 0.

To shorten notation we denote v(ε) = D(ε)u(ε) and, accordingly, we define

the operator C̃ by the relation

C̃v = DCu. (10.125)

Hence, using the reduced energy ζ, we obtain

bn =

∫ 1

0

(aDn−1(ζ)γ̄n(ζ)vn(ζ)−Dn(ζ)γ̄n(ζ)vn−1(ζ))dζ. (10.126)

In order to have limn→∞ bn < 0, it is sufficient to construct v = (vn)n∈N0
such

that for n ≥ 1 and for ζ ∈ [0, 1),

−b = −Dn(ζ)γn(ζ)vn−1(ζ) + aDn−1(ζ)γn(ζ)vn(ζ). (10.127)

For the time being, we suppress ζ in the notation and follow the second part
of Theorem 7.11. Using (7.31), we obtain as in (7.20),

vn =
Dn

D0an

⎛
⎝v0 −

b

D1γ1

n−1∑

j=0

aj

j∏

i=1

Di−1γi

Di+1γi+1

⎞
⎠ ,
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and, to get convergence of (vn)n∈N to zero, we have to define

v0 =
b

D1γ1

∞∑

j=0

aj

j∏

i=1

Di−1γi

Di+1γi+1

, (10.128)

provided the series converges. This follows from a more general estimate which
we now establish. Using (10.119) and (10.128), we have

0 ≤ vn =
Dn

D0an

b

D1γ1

∞∑

j=n

aj

j∏

i=1

Di−1γi

Di+1γi+1

=
bDn

an

∞∑

j=n

aj

DjDj+1γj+1

≤ b

γan

∞∑

j=n

(
a

β

)j

=
b

γ(β − a)

1

βn−1
, (10.129)

where we used Dn/DjDj+1 ≤ 1 for j ≥ n. This also establishes the conver-
gence of (10.128). Returning to the dependence on ζ, we further obtain

1∫

0

∫

S2

vn(ζ)dωdζ ≤ 4π

γ(β − a)

1

βn−1

1∫

0

b(ζ)dζ,

from which it follows that

∫

R3

udµ =

∫

S2

∞∫

0

u(ε,ω)D(ε)dεdω =
∞∑

n=0

1∫

0

∫

S2

vn(ζ)dωdζ <∞, (10.130)

as β > a > 1; hence u ∈ X and satisfies assumption (iii) of Theorem 6.23. To

check that assumption (ii) is satisfied, that is, v − C̃v ≥ 0, we write

vn(ζ)− [C̃v]n(ζ,ω)

= vn(ζ) + vn(ζ)(Dn+1(ζ)γn+1(ζ,ω) + aH(ζ − 1)Dn−1(ζ)γn(ζ,ω))

− aDn(ζ)γn+1(ζ,ω)vn+1(ζ)−H(ζ − 1)Dn(ζ)γn(ζ,ω)vn−1(ζ,ω),

for any n ≥ 1. Using (10.127), rewritten as

Dnvn−1 − aDn−1vn =
b

γn

≥ 0,

for any n ≥ 1, we have

v0 − [C̃v]0 = v0 + D1γ1v0 − aD0γ1v1 ≥ v0 + b
γ1

γ1

≥ 0

and for n ≥ 1
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vn − [C̃v]n = vn + vn(Dn+1γn+1 + aDn−1γn)− aDnγn+1vn+1 −Dnγnvn−1

= vn + (Dn+1vn − aDnvn+1)γn+1 − (Dnvn−1 − aDn−1vn)γn

= vn + b

(
γn+1

γn+1

− γn

γn

)
.

Assumption (10.120) implies that for n ≥ 0,

vn − [C̃v]n ≥ vn ≥ 0. (10.131)

The above equality also implies that −C̃v ≥ 0 and because

∫

R3

(−Cu)dµ =

∞∫

0

∫

S2

(−C̃v)dεdω = b < +∞,

we obtain u ∈ D(C). Assumption (i) of Theorem 6.23 is trivially satisfied,
therefore the theorem is proved. ⊓⊔

Next we move to the case with field.

Theorem 10.35. Let E be a Lipschitz field on R3 such that E(k) ·k ≤ 0 and
|E(k) · k| ≤ E for all k ∈ R3 and some constant E. Assume also that γ is an
increasing and differentiable function and that there is M > 0 such that

γ′
n(ζ)

γn(ζ)
≤M (10.132)

for all n ≥ 1 and ζ ∈ [0, 1). Then the semigroup (GK(t))t≥0 is dishonest.

Proof. Let us recall that (GK(t))t≥0 is the semigroup generated by a suitable
realisation of A0−νI+B where A0f = −E ·∂kf . We denote A = A0−νI. To
prove the theorem we show that the function u constructed in the previous
proof also in this case satisfies the assumptions of Theorem 6.23.

Because we already have u, we define the extensions of the operators in a
different way. For the extension L of R(1, A) we shall take the operator L so
that the extension of A is defined as in (6.40); that is,

Af = f − L−1f.

The extension of B is taken as before, so that K = A + B = A + B on
D(K) = {f ∈ D(A) ∩D(B); Kf ∈ X}. In this way, K ⊂ K by Theorem 6.20.
Assumption (i) of Theorem 6.23 also is automatically satisfied.

To prove that the other two assumptions are also satisfied, we recall the
notation (10.125); that is, u = v/D so that un = vn/Dn. Explicitly, (un)n∈N0

,
previously constructed, is given by

un(ζ) =
b

an

∞∑

j=n

aj

Dj(ζ)Dj+1(ζ)γj+1(ζ)
. (10.133)
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Because we are working with functions that only depend on energy ε, it is
advantageous to express the gradient ∂k in terms of the derivative with respect
to ε. For any f(k) = u(ε) where ε = |k|2/2 we have

∂ki
f(k) = ∂εu(ε)∂ki

ε = kiu
′
ε(ε)

and thus ∫

R3

|∂kf(k)|dk = 8π

∞∫

0

|u′ε(ε)ε|dε. (10.134)

The next step is to prove that the function u = (un)n∈N0
is continuous at ε = n

for any n ≥ 1. To achieve this, it is enough to show that un(0) = un−1(1) for
any n ≥ 1. Taking, for example, b = 1 we obtain

un(0) =
1

an

∞∑

j=n

aj

Dj(0)Dj+1(0)γj+1(0)
=

1

an

∞∑

j=n

aj

Dj−1(1)Dj(1)γj(1)

=
1

an−1

∞∑

l=n−1

al

Dl(1)Dl+1(1)γl+1(1)
= un−1(1).

Hence u is Lipschitz on (0,∞). Next we obtain

d

dζ

1

Dj(ζ)Dj+1(ζ)
= − 2j + 1 + 2ζ

4((j + ζ)(j + 1 + ζ))3/2

which is uniformly bounded in ζ as j →∞ and thus un can be differentiated
termwise giving

u′
n(ζ) = − 1

2an

∞∑

j=n

aj

γj+1(ζ)

(
2j + 1 + 2ζ

2((j + ζ)(j + 1 + ζ))3/2

+
1

((j + ζ)(j + 1 + ζ))1/2

γ̄′
j+1(ζ)

γj+1(ζ)

)

which, for n ≥ 1, can be estimated uniformly in ζ ∈ [0, 1) as

|u′n(ζ)|≤ 1

2an

∞∑

j=n

aj

γj+1(ζ)

(
1

j3/2(j + 1)1/2
+

M

(j(j + 1))1/2

)
≤ (1 + M)

2γ(β − a)

1

βn−1
,

where we used (10.132) and repeated the estimates (10.129). For n = 0 we
have by u0 = au1 + 1/D0D1γ1,

|u′
0(ζ)| ≤

3

4γζ3/2
+

M

2γζ1/2
+

a(1 + M)

2γ(β − a)
,

so that the gradient of u is integrable by (10.129) and (10.134).
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Because u is a monotonically decreasing function of ε, for f(k) = u(ε) we
have, by the previous theorem,

f(k) + E(k) · ∂kf(k) + (νf)(k)− (Bf)(k) = u(ε) + u′
ε(ε)E · k− (Cu)(ε,ω)

≥ u′
ε(ε)E · k,

by (10.131). The assumption E · k ≤ 0 implies

f(k) + E · ∂kf + (νf)(k)− (Bf)(k) ≥ 0

and clearly, by Theorem 10.2 and (10.124),

∫

R3

(E · ∂kf + νf − Bf)dµ =

∫

R3

Cfdµ = −1.

To complete the proof we have to show that f ∈ D(A). Let us consider

f + E · ∂kf + νf = h.

The first two terms are integrable on R3 but the third one is not. So the func-
tion h is nonnegative and locally integrable as νf is integrable over bounded
sets of R3. Let us consider a sequence (fn)n∈N defined by fn = fφn where φn

is a C∞
0 (R3) function such that φn = 1 on the ball Bn, φn = 0 outside Bn+1

and |∂kφn| < c for some constant c independent of n. Clearly limn→∞ fn = f
in L1(R

3) (and also monotonically a.e.). Moreover,

fn + E · ∂kfn + νfn = φnh + fE · ∂kφn.

Because each term on the right-hand side is integrable, we have

fn = R(1, A)(φnh) + R(1, A)(fE · ∂kφn),

where the sequences (fn)n∈N and (R(1, A)(fE · ∂kφn))n∈N are convergent in
L1(R

3), with the second converging to 0. Thus

lim
n→∞

R(1, A)(φnh) = f

in L1(R
3) and because the sequence above is increasing, Proposition 2.73

implies
f = sup

n∈N

R(1, A)φnh.

Thus h ∈ F and f = Lh, or h = f + Af and the theorem is proved. ⊓⊔
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Nonuniqueness

Earlier in this section we proved the existence of a semigroup generated by
a particular realisation K of the operator A + B = A0 − νI + C, where A0

is the free streaming operator and −νI + C is the inelastic scattering oper-
ator which are defined by (10.24) and (10.98), respectively. As discussed in
the Introduction (see also Sections 3.6, 7.5, and Subsection 8.3.3) this semi-
group does not necessarily solve (10.16) as it stands, because the semigroup
framework introduces implicitly additional regularity assumptions that were
not present in the modelling process, namely, that the obtained solutions (or
their integrals, if we are talking about mild solutions) must be in the domain
D(K) for all t ≥ 0. In general, this domain is smaller than the domain of the
maximal realisation of A + B.

Here we construct a collision operator having a structure of the inelastic
collision operator of semiconductor theory, (10.100), for which its maximal
realisation is a proper extension of the realisation which is the generator of a
semigroup. It is, however, fair to note that, as in the example of dishonesty,
the model is of mathematical rather than physical interest because it requires
the scattering cross-section to grow exponentially fast for large energies.

Moreover, we confine our attention to the space homogeneous and field-free
case. That is, we only deal with the Cauchy problem for the equation

∂tf = Cf = −νf + Bf, (10.135)

where ν and B are defined through (10.99) and (10.100) and satisfy all assump-
tions introduced in Subsection 10.1.3 and at the beginning of this subsection.

Because we are only dealing with the operator C, it is advantageous to
redefine the unknown function f as in (10.125) and (10.123) by writing

v(ε,ω) = D(ε)f(kω) = D(ε)u(ε,ω), (10.136)

where k is related to ε by (10.95) so that

v ∈ Xε = L1(R+ × S2, dεdω). (10.137)

Multiplying both sides of (10.135) by D(ε) and using the above notation, we
obtain the equivalent equation

∂tv = −νv + B̃v, (10.138)

where ν is still given by (10.99) and B̃ is a suitable realization of the expression

(B̃v)(ε,ω) = aD(ε)

∫

S2

g(ε + 1,ω · ω′)v(ε + 1,ω′)dω′ (10.139)

+H(ε−1)D(ε)

∫

S2

g(ε,ω · ω′)v(ε−1,ω′)dω′ + D(ε)

∫

S2

h(ε,ω · ω′)v(ε,ω′)dω′.
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After these preliminaries we can define the maximal collision operator by

(C̃maxv)(ε,ω) = (C̃v)(ε,ω) = −ν(ε,ω)v(ε,ω) + (B̃v)(ε,ω) (10.140)

on

Dmax = {v ∈ Xε; (νv)(ε,ω), (B̃v)(ε,ω) are finite a.e., C̃v ∈ Xε},

where, we recall, the script letters denote expressions defining respective op-
erators, as in (10.100) and (10.139). In other words, C̃max is the pointwise
operator defined on the natural domain in Xε and, as such, can be thought
of as the operator appearing in the modelling process.

To proceed, we write the function g defining the scattering cross-section
as

g(ε,ω · ω′) := ḡ(ε) + ρ(ε,ω · ω′) (10.141)

and first concentrate on the collision operator determined by the isotropic part
ḡ. Thus, let νḡ and B̃ḡ be defined by (10.99) and (10.139) with g replaced by ḡ.
As we show, the elastic scattering kernel h is irrelevant in the considerations
so that there is no need to redefine it here. We denote by K̃ḡ the extension of

−νḡI + B̃ḡ that generates the contraction semigroup (G̃ḡ(t))t≥0 by Corollary
5.17 and by (Cḡ,max, Dḡ,max) the respective maximal operator (10.140).

Following Section 3.6, in order to check whether Dg,max \D(K̃ḡ) �= ∅, it is
enough to find if there are eigenvectors Φλ ∈ Xε satisfying

C̃gΦλ = λΦλ, (10.142)

for λ > 0. In fact, such a solution automatically satisfies Φλ ∈ Dg,max by the

above equation and Φλ /∈ D(K̃ḡ) because, by contractivity of (G̃ḡ(t))t≥0, the

spectrum of K̃ḡ is confined to the left half-plane.
In what follows we are looking for isotropic solutions to (10.142) and we

suppress the index λ. By (10.99) and (10.139), it is clear that the elastic
scattering part vanishes on isotropic functions v(ε,ω) = v(ε):

D(ε)

∫

S2

h(ε,ω · ω′)v(ε)dω′ = v(ε)D(ε)

∫

S2

h(ε,ω · ω′)dω′,

and therefore it does not appear in the following considerations.
We write (10.142) as an infinite system of equations similar to the sta-

tionary birth-and-death system (7.28). For this we use the notation intro-
duced above (10.116). In particular, for the reduced energy ζ ∈ [0, 1) we have
v(ε) = (vn(ζ))n∈N0

if ε = n + ζ ∈ [n, n + 1). The sequence (γ̄n)n∈N is defined
by (10.118) with g replaced by ḡ. Hence, we look for a sequence (Φn(ζ))n∈N,
ζ ∈ [0, 1), Φn(ζ) = Φ(n + ζ), that satisfies
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λΦ0 = −γ̄1Φ0D1 + aD0γ̄1Φ1,

...

λΦn = −(Dn+1γ̄n+1 + aDn−1γ̄n)Φn + aDnγ̄n+1Φn+1 + Dnγ̄nΦn−1,

... . (10.143)

Note that the variable ζ appears in the system as a parameter and the elastic
part disappears, as mentioned above. Moreover, as the setting is now inde-
pendent of ω, we work in the space Yζ =

∏∞
i=0 L1([0, 1]) of the functional

sequences Φ(ζ) = (Φn(ζ))n∈N that satisfy ‖Φ‖Y =
∑∞

n=0

∫ 1

0
|Φn(ζ)|dζ <∞.

Theorem 10.36. Let us assume that

inf
ζ∈[0,1),n≥1

γ̄n(ζ) = 4π inf
ε∈[1,∞)

g(ε) ≥ γ̄min > 0 (10.144)

and for some β ≥ 1 and n0 ∈ N

sup
ξ∈[0,1),n≥n0

γ̄n(ξ)

γ̄n+1(ξ)
≤ β−1. (10.145)

If

β >
a + 1

a− 1
, (10.146)

then for any λ ∈ C there is a solution (Φn)n∈N ∈ Yζ to (10.143).
Moreover, if λ ≥ 0, then these solutions can be chosen to be nonnegative.

Proof. Let us fix arbitrary λ. We note that D0(0) = 0, so to solve the first
equation we assume that Φ0(ζ) = 0 for ζ < c, where c is an arbitrary positive
constant. With this choice

Φ1(ζ) =
λ + D1(ζ)γ̄1(ζ)

aD0(ζ)γ̄1(ζ)
Φ0(ζ) ∈ L1([0, 1])

and, as Dn(ζ) �= 0 for any other n and ζ, we obtain that Φn(ζ) ∈ L1([0, 1])

for any n. Thus it is enough to prove that
∑∞

n=n1

∫ 1

0
|Φn(ζ)|dζ <∞ for some

n1 ∈ N. From (10.143) we obtain the recurrence formula

Φn+1 =
λ + Dn+1γ̄n+1 + aDn−1γ̄n

aDnγ̄n+1
Φn −

γ̄n

aγ̄n+1
Φn−1.

Using assumptions (10.144) and (10.145), for n ≥ n0, we obtain

|Φn+1| ≤
( |λ|
aDnγ̄n+1

+
1

a

Dn+1

Dn
+

1

β

Dn−1

Dn

)
|Φn|+

1

aβ
|Φn−1|.

By induction we obtain that
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sup
ζ∈[0,1)

1

γ̄n+1(ζ)
≤ 1

γ̄minβn+1−n0

and, as limn→∞Dn+1/Dn = 1, for any η > 0 we can find n1 ≥ n0 such that
for all n ≥ n1

|λ|
aDnγ̄n+1

+
1

a

Dn+1

Dn
+

1

β

Dn−1

Dn
= qη ≤

1

a
+

1

β
+ η. (10.147)

Thus, for n ≥ n1,
|Φn+1| ≤ qη|Φn|+ (aβ)−1|Φn−1|

uniformly in ζ ∈ [0, 1). It is easy to check by induction that |Φn1+k| for k ≥ 1
are dominated by the terms of the Fibonacci sequence

gk+1 = qηgk + (aβ)−1gk−1,

where g0 = |Φn1−1|, g1 = |Φn1
|. Thus, if the sequence (gk)k∈N is summable,

then (Φn)n∈N ∈ Yζ . However, by the Poincaré theorem, [77, Theorem 8.9], gk

is not growing faster than (max{ω+, ω−})k where

ω±(η) =
qη ±

√
q2
η + 4(aβ)−1

2

so (gk)k∈N is summable provided |ω±(η)| < 1 for some η > 0. As |ω−| < |ω+|,
we only focus on ω+(η). Let us put first η = 0; then we see that

q0 +
√
q2
0 + 4(aβ)−1 < 2

is satisfied if (aβ)−1 < 1 − a−1 − β−1 and this follows from the assumption
(10.146). Therefore we have 0 < ω+(0) < 1, and because ω+(η) is a continuous
function of η, we obtain the existence of η > 0 for which the inequality is still
satisfied. Using this η and the corresponding n1 in the definition (10.147) of
qη, we obtain the summability of (Φn)n∈N.

To prove nonnegativity, let us shorten the notation by putting δn(ζ) :=
Dn+1(ζ)γ̄n+1(ζ) and µn(ζ) := aDn−1(ζ)γ̄n(ζ). Let us first note that µ1Φ1 =
(λ + δ0)Φ0 implies Φ1 ≥ 0 provided Φ0 ≥ 0 and hence

(λ + µ1)Φ1 − δ0Φ0 = λ(Φ1 + Φ0) ≥ 0.

For arbitrary k > 1 we have from (10.143),

(λ + µk)Φk − δk−1Φk−1

=

(
1 +

λ

µk

)
((λ + δk−1 + µk−1)Φk−1 − δk−2Φk−2)− δk−1Φk−1

≥
(

1 +
λ

µk

)
((λ + µk−1)Φk−1 − δk−2Φk−2) (10.148)
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so that, by induction, (λ + µk)Φk − δk−1Φk−1 ≥ 0 for any k. By, once again,
(10.143), we obtain

Φn =
1

µn
((λ + δn−1 + µn−1)Φn−1 − δn−2Φn−2)

=
1

µn

((
1 +

λ + δn−1

µn−1

)
((λ + δn−2 + µn−2)Φn−2 − δn−3Φn−3)− δn−2Φn−2

)

≥ 1

µn

(
1 +

λ + δn−1

µn−1

)
((λ + µn−2)Φn−2 − δn−3Φn−3) ≥ 0

by virtue of (10.148). ⊓⊔
Corollary 10.37. Under the assumptions of Theorem 10.36, there exist dif-
ferentiable solutions to Eq. (10.138) that are nonnegative and norm-increasing.

Proof. Let us fix arbitrary λ > 0 and for the corresponding eigenfunction Φλ

we put vΦλ
(t) = eλtΦλ. This is a differentiable function satisfying

dvΦλ

dt
= λeλtΦλ = eλtC̃ḡ,maxΦλ = C̃ḡ,maxvΦλ

, (10.149)

with ‖vΦλ
(t)‖ = eλt‖Φλ‖. Therefore, by Theorem 10.36, we obtain a non-

negative solution with increasing norm. ⊓⊔
Example 10.38. It is worthwhile to note that there are collision frequencies
which give rise to honest semigroups but these semigroups do not generate
all solutions to (10.138); that is, their generator is not the maximal operator.
For example, consider the collision frequency given by ḡ(ε) = αε. According
to Example 10.30, the corresponding semigroup is honest provided α <

√
a.

On the other hand, assumption (10.145) is satisfied with β = α and thus
there are multiple solutions provided α > (a + 1)/(a− 1) as then (10.146) is

satisfied. Thus the generator K̃ḡ satisfies −νḡI + B̃ḡ = K̃ḡ �= Cḡ,max provided
(a + 1)/(a− 1) < α <

√
a, a > 1.

Before we proceed further, we need the following lemma.

Lemma 10.39. The operator C̃ḡ,max is closed.

Proof. The operator C̃ḡ,max is defined on the domain consisting of all v ∈ Yζ

for which
∑∞

n=0

∫ 1

0
|(C̃ḡ,maxv)n(ζ)|dζ <∞. Let v(n) → v and C̃ḡ,maxv

(n) → w
as n→∞ in Yζ . By the diagonal procedure we can select a subsequence, still

denoted by (v(n))n∈N, such that for each k, v
(n)
k (ζ)→ vk(ζ) almost everywhere

on [0, 1]. Hence, for a fixed k, the sequence

(C̃ḡ,maxv
(n))k(ζ) = − (Dk+1(ζ)γ̄k+1(ζ) + aDk−1(ζ)γ̄k(ζ))v

(n)
k (ζ)

+ aDk(ζ)γ̄k+1(ζ)v
(n)
k+1 + Dk(ζ)γ̄k(ζ)v

(n)
k−1,
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converges almost everywhere to (C̃ḡ,maxv)k(ζ). Thus w = C̃ḡ,maxv and C̃ḡ,max

is closed. ⊓⊔

Let us now have a closer look at Corollary 10.37. First, let us recall for
clarity that by a classical (or strict) solution to (10.138) we understand a

D(K̃ḡ)-valued function t → v(t) that is continuous on [0,∞) and strongly

differentiable on (0,∞) in Xε topology, and satisfies (10.138) (with C̃ replaced

by K̃ḡ) and the appropriate initial condition in the Xε sense, see Definition

3.1. All classical solutions are given by v(t) = G̃ḡ(t)
◦
v, with

◦
v ∈ D(K̃ḡ). If

◦
v /∈ D(K̃ḡ), then the function G̃ḡ(t)

◦
v, called the mild solution, is, in general,

not differentiable nor D(K̃ḡ)-valued but

t∫

0

G̃ḡ(s)
◦
v ds ∈ D(K̃ḡ)

and the function v satisfies the integrated version of (10.138):

v(t) =
◦
v +

t∫

0

K̃ḡv(s)ds =
◦
v +

t∫

0

C̃ḡ,maxv(s)ds,

on account of K̃ḡ ⊂ C̃ḡ,max.
The solutions vΦλ

, constructed in Corollary 10.37, emanate from particular
initial values Φλ that are solutions to (10.143) and that do not belong to the

domain of the generator K̃ḡ, as explained below formula (10.142). For such
initial values the semigroup offers only mild solutions given by t → v(t) =

G̃ḡ(t)Φλ. These mild solutions satisfy ‖G̃ḡ(t)Φλ‖ ≤ ‖Φλ‖ and therefore are

different from vΦλ
that grow exponentially. Because K̃ḡ is a restriction of

C̃ḡ,max, that is,
t∫

0

G̃ḡ(s)Φλds ∈ D(K̃ḡ) ⊂ D(C̃ḡ,max),

Lemma 10.39 implies that the mild solution given by the semigroup is also a
solution to

v(t) = Φλ +

t∫

0

C̃ḡ,maxv(s)ds. (10.150)

By direct integration of (10.149), however, we establish that the solution eλtΦλ

is also a solution to (10.150). Thus from Corollary 10.37 we infer that there
is a set of initial values for which there exist multiple solutions to (10.150)
(which is the integrated version of (10.138)). Then,

w(t) := G̃ḡ(t)Φλ − eλtΦλ
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is a nontrivial solution of (10.150) with zero initial condition; that is, w is a
mild nul-solution defined in (3.100). The following result follows from Corol-
lary 3.49.

Theorem 10.40. If the assumptions of Theorem 10.36 are satisfied, then
there are differentiable nul-solutions to Eq. (10.138).

Proof. Let us fix ω > 0 and let Φω be the corresponding eigenvector of C̃ḡ,max.

From the discussion above, V (t) = G̃ḡ(t)Φω − eωtΦω is a mild nul-solution to

(10.138). As (G̃ḡ(t))t≥0 is a semigroup of contractions, V (t) is an exponentially

bounded mild nul-solution and because C̃ḡ,max is closed by Lemma 10.39, from
Corollary 3.49 we infer that the Laplace transform V(λ) of V (t) is a bounded
holomorphic function of λ in the half-plane ℜλ > ω + δ for any δ > 0 and
satisfies the characteristic equation C̃ḡ,maxV(λ) = λV(λ). However, arguing
as in the proof of Theorem 3.48, the inverse Laplace transform of (a possibly
regularized) V(λ) is a differentiable nul-solution of (10.138). ⊓⊔

Next we consider the anisotropic scattering cross-section defined by (10.141).
We start with the lemma.

Lemma 10.41. If for ε > 0 and ω,ω′ ∈ S2,

g(ε,ω · ω′) := ḡ(ε) + ρ(ε,ω · ω′),

where supε∈[0,∞),z∈[−1,1]D(ε)|ρ(ε, z)|=M<+∞, then the operator Cmax − Cḡ,max

is bounded in Xε.

Proof. Because D(ε− 1) ≤ D(ε), for a given function v ∈ Xε, the integration
gives

‖Cmaxv − Cḡ,maxv‖ ≤ 8πM(1 + a)‖v‖.
⊓⊔

Let us recall that (GK̃(t))t≥0 is the semigroup generated by the extension

K̃ of the operator (−νI + B̃,Dν).

Theorem 10.42. If the assumptions of Theorem 10.36, Lemma 10.41 and
the assumption (10.107) are satisfied (see Example 10.38), then there are dif-
ferentiable nul-solutions to Eq. (10.138).

Proof. The assumptions show that the generator of the semigroup (GK̃(t))t≥0

is given by K̃ = (−ν + B̃,Dν). Moreover, we note that Dν = Dν̄ḡ
.

By Lemma 10.39, Cḡ,max is closed so that Cmax is closed, by Lemma 10.41,
as a bounded perturbation of a closed operator. Let Φ satisfy Cḡ,maxΦ = ωΦ
for some ω > 0. Then CmaxΦ = ωΦ + (Cmax − Cḡ,max)Φ ∈ Xε, again because

of Lemma 10.41. Thus Φ ∈ D(Cmax). It remains to be shown that Φ /∈ D(K̃).

Assume the contrary. Then because K̃ = (−ν + B̃,Dν), there is a sequence
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(φn)n∈N, φn ∈ Dν for all n, such that lim
n→∞

φn = Φ and Cmaxφn converges in

Xε. However, as Cḡ,maxφn = Cmaxφn + (Cḡ,maxφn − Cmaxφn), the sequence

(Cḡ,maxφn)n∈N converges in Xε, again by Lemma 10.41. This yields Φ ∈ D(K̃ḡ)

which contradicts dissipativity of K̃.
Hence, D(Cmax) \D(K̃) �= ∅ and because K̃ is dissipative, Corollary 3.51

implies that there exists a function uλ that is bounded and holomorphic in the
left half-plane Pγ = {λ ∈ C; ℜλ ≥ γ > 0}, where γ is any positive number,
such that Cmaxuλ = λuλ, for all λ ∈ Pγ . As in Theorem 10.40, the existence of
such a function yields the existence of differentiable nul-solutions of (10.138).
⊓⊔

10.5 Problems with General Boundary Condition

In previous sections only boundary value problems in which the unknown
function satisfied T−f = 0 on D− were studied. Here we discuss more general
boundary conditions defined in terms of a boundary operator H which relates
outgoing and incoming fluxes of particles. The theory we develop here is very
similar to the considerations of Chapter 6 with the operator B being replaced
by H. We focus on stationary problems for the streaming operator but also
provide a few applications to the evolution problems for this operator.

10.5.1 The Streaming Operator with Nonhomogeneous Boundary
Data

Let us consider the following problem: find f ∈ D(A) such that

(λI −A)f = g, (10.151)

T−f = h, (10.152)

where g ∈ X , h ∈ L1(D−, dµ−), T− is the boundary operator defined by
(10.54) and λ > 0 is fixed.

The domain of the generator is a linear subspace, therefore in the semi-
group theory usually we are concerned with homogeneous boundary condi-
tions for the generator. However, certain techniques in the time-dependent
kinetic theory, which we discuss below, require solving sequences of problems
of the type (10.151), (10.152). Apart from this, stationary problems are also
of independent interest.

The main result in this subsection is the following theorem.

Theorem 10.43. Let us define for x ∈ Λ

f1(x) =

t−(x)∫

0

e−
∫

t
0
(λ+ν(ϕ(x,s,0)))dsg(ϕ(x, t, 0))dt, (10.153)
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and

f2(x) =

{
e−
∫ t−(x)

0 (λ+ν(ϕ(x,s,0)))dsh(ϕ(x, t−(x), 0)) if t−(x) <∞,
0 if t−(x) =∞.

(10.154)

Then problem (10.151), (10.152) has a unique solution f ∈ D(A) which is
given by the formula

f(x) = f1(x) + f2(x). (10.155)

This solution is nonnegative if both g and h are nonnegative.

Proof. The proof of Theorem 10.20 shows that f1 ∈ D(A), (λI−A)f1 = g and
T−f1 = 0. Hence f , defined by (10.155), is a solution of the problem (10.151)
and (10.152) if and only if f2 ∈ D(A) with (λI −A)f2 = 0 and T−f2 = h. To
prove that this is the case, we note that, as in (10.61), we obtain for y ∈ D−
and t > 0,

f2(ϕ(y, 0, t)) = e−
∫

t
0
(λ+ν(ϕ(y,0,s)))dsh(y).

Therefore
lim

t→0+
f2(ϕ(y, 0, t)) = h(y);

that is, T−f2 = h.
Similarly, for y ∈ D+ and t > 0, we have

T+f2(y) =

{
e−
∫ t−(y)

0 (λ+ν(ϕ(y,s,0)))dsh(ϕ(y, t−(y), 0)) if y ∈ D+ \D+∞,
0 if y ∈ D+∞.

(10.156)
Now we prove that T+f2 ∈ L1(D+, dµ+) and νf2 ∈ X by showing that the
equality

‖T+f2‖+ ‖(λ + ν)f2‖ = ‖h‖, (10.157)

holds for any h ∈ L1(D−, dµ−).
From the definition of f2 we infer that f2(x) = 0 for x ∈ Λ−∞. Therefore

∫

Λ

(λ + ν)|f2|dµ =

∫

Λ−

(λ + ν)|f2|dµ

=

∫

D−

t+(y)∫

0

(λ + ν(ϕ(y, 0, t)))e−
∫

t
0
(λ+ν(ϕ(y,0,s)))ds|h(y)|dtdµy,−

=

∫

D−

|h(y)|
(

1− e−
∫ t+(y)

0 (λ+ν(ϕ(y,0,s)))ds

)
dµy,−.

Because the function

D− ∋ y→ e−
∫ t+(y)

0 (λ+ν(ϕ(y,0,s)))ds|h(y)|
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is not greater than |h| and, in particular, it vanishes on D−∞, we see that it
belongs to L1(D−, dµ−), and
∫

D−

e−
∫ t+(y)

0 (λ+ν(ϕ(y,0,s)))ds|h(y)|dµy,−=

∫

D−\D−∞

e−
∫ t+(y)

0 (λ+ν(ϕ(y,0,s)))ds|h(y)|dµy,−.

The latter integral can be evaluated according to Proposition 10.12 as
∫

D−\D−∞

e−
∫ t+(y)

0 (λ+ν(ϕ(y,0,s)))ds|h(y)|dµy,−

=

∫

D+\D+∞

e−
∫ t−(z)

0 (λ+ν(ϕ(z,s,0)))ds|h|(ϕ(z, t−(z), 0))dµy,+.

By (10.156), we have
∫

D+\D+∞

e−
∫ t−(z)

0 (λ+ν(ϕ(z,s,0)))ds|h|(ϕ(z, t−(z), 0))dµz,+ = ‖T+f2‖.

Therefore we can conclude that

‖(λ + ν)f2‖

=

∫

D−

|h(y)|dµy,− −
∫

D+\D+∞

e−
∫ t−(z)

0 (λ+ν(ϕ(z,s,0)))ds|h|(ϕ(z, t−(z), 0))dµz,+

= ‖h‖ − ‖T+f2‖,

which is the same as (10.157).
Next we prove that (λI −A)f2 = 0. Let ψ ∈ C1

0 (Λ). Then

∫

Λ

Af2ψdµ =

∫

Λ

f2(x)((A · ∂ψ)(x)− ν(x)ψ(x))dµx

=

∫

Λ−

f2(x)((A · ∂ψ)(x)− ν(x)ψ(x))dµ

=

∫

D−

t+(y)∫

0

f2(ϕ(y, 0, t))(A · ∂ψ − νψ)(ϕ(y, 0, t))dtdµy,−

=

∫

D−

t+(y)∫

0

h(y)e−λt d

dt

(
e−
∫

t
0

ν(ϕ(y,0,s))dsψ(ϕ(y, 0, t))
)
dtdµy,−

= λ

∫

D−

t+(y)∫

0

h(y)e−
∫

t
0
(λ+ν(ϕ(y,0,s)))dsψ(ϕ(y, 0, t))dtdµy,−
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= λ

∫

Λ

f2ψdµ.

Finally, we prove that (10.155) is a unique solution. Suppose, to the contrary,
that the problem (10.151), (10.152) has two solutions. Then their difference,
say f , satisfies the same problem with g = 0 and h = 0. This implies f ∈
D(A−) so that Theorem 10.20 can be applied, yielding f = 0. ⊓⊔

We note an important corollary stemming from Theorem 10.43.

Corollary 10.44. If f is the solution to problem (10.151), (10.152), then
T+f ∈ L1(D+, dµ+) and the inequality

‖T+f‖+ ‖(λ + ν)f‖ ≤ ‖h‖+ ‖g‖. (10.158)

holds. In particular, if g ≥ 0 and h ≥ 0, then (10.158) becomes an equality.
Moreover, we have

∫

D+

T+fdµ+ +

∫

Λ

(λ + ν)fdµ =

∫

D−

hdµ− +

∫

Λ

gdµ. (10.159)

Proof. From the proof of Theorem 10.43 we have T−f1 = 0 and T+f2 ∈
L1(D+, dµ+) and from (10.66) we obtain T+f1 ∈ L1(D+, dµ+) as f1 ∈ D(A−).
Thus, using (10.66) and (10.157), we obtain

‖T+f‖+‖(λ+ν)f‖ ≤ ‖T+f1‖+‖(λ+ν)f1‖+‖T+f2‖+‖(λ+ν)f2‖ ≤ ‖h‖+‖g‖

which becomes an equality for g ≥ 0 and h ≥ 0, because in this case (10.66)
also becomes an equality and (10.157) is always an equality.

To prove (10.159) we note that because the norm in L1 of a positive func-
tion is its integral, (10.159) is the same as (10.158) for h, g ≥ 0 and for arbi-
trary functions it follows by splitting them into positive and negative parts.
⊓⊔

10.5.2 The Streaming Operator with General Boundary
Conditions

In this subsection we discuss more general boundary conditions defined by a
boundary operator. By the boundary operator we understand a bounded linear
operator

H : L1(D+, dµ+)→ L1(D−, dµ−).

The operator H is called dissipative if ‖H‖ < 1 and conservative if ‖H‖ = 1.
With H we associate a linear operator AH defined by

AHf = Af,

D(AH) = {f ∈ D(A); T±f ∈ L1(D±, dµ±), T−f = HT+f}, (10.160)
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where A is defined by (10.32).
We start with definitions of various operators that allow us to lift the traces

of functions or transfer them between the incoming and outgoing boundaries.
The following operators are well defined for each λ > 0 by virtue of Theorem
10.43. We define for g and ψ in respective spaces:

1. Lλ : L1(Λ, dµ)→ L1(Λ, dµ) by

Lλg(x) =

t−(x)∫

0

e−
∫

t
0
(λ+ν(ϕ(x,s,0)))dsg(ϕ(x, t, 0))dt, x ∈ Λ, (10.161)

2. Gλ : L1(Λ, dµ)→ L1(D+, dµ+) by

Gλg(y) =

t−(y)∫

0

e−
∫

t
0
(λ+ν(ϕ(y,s,0)))dsg(ϕ(y, t, 0))dt, y ∈ D+, (10.162)

3. Cλ : L1(D−, dµ−)→ L1(Λ, dµ) by

Cλψ(x) = e−
∫ t−(x)

0 (λ+ν(ϕ(x,s,0)))dsψ(ϕ(x, t−(x), 0)), x ∈ Λ, (10.163)

4. Mλ : L1(D−, dµ−)→ L1(D+, dµ+) by

Mλψ(y) = e−
∫ t−(y)

0 (λ+ν(ϕ(y,s,0)))dsψ(ϕ(y, t−(y), 0)), y ∈ D+.
(10.164)

We adopt convention that if t−(x) = ∞ in (10.163) (resp., t−(y) = ∞ in
(10.164)), then Cλψ(x) = 0 (resp., Mλψ(y) = 0).

Comparing these operators with the notation of Theorem 10.43, we see
that f1 = Lλg and f2 = Cλh. Thus it is easy to verify that for all g ∈ L1(Λ, dµ)
we have Lλg = (λ−A−)−1g and Gλg = T+Lλg. Concerning the latter, we note
that Lλg ∈ L1(Λ, dµ) so that (T−Lλ)g = 0 and hence (T+Lλg) ∈ L1(D+, dµ+)
by (10.66). Thus Gλ indeed is well defined. Also, for all ψ ∈ L1(D−, dµ−), we
have Mλψ = T+Cλψ. Therefore,

‖Gλg‖+ ‖(λ + ν)Lλg‖ ≤ ‖g‖, g ∈ L1(Λ, dµ),

‖Mλψ‖+ ‖(λ + ν)Cλψ‖ = ‖ψ‖, ψ ∈ L1(D−, dµ−). (10.165)

We have the following result.

Proposition 10.45. Suppose that there exists λ0 ≥ 0 such that for all λ > λ0

and g ∈ L1(Λ, dµ) the series
∑∞

n=0(MλH)nGλg is strongly convergent in
L1(D+, dµ+). Then, for all λ > λ0 and g ∈ L1(Λ, dµ), the function

f = Lλg + CλH

( ∞∑

n=0

(MλH)nGλg

)
(10.166)

is a solution of the equation

(λI −AH)f = g. (10.167)
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Proof. For any λ > λ0 and g ∈ L1(Λ, dµ) we denote

Ξλg =
∞∑

n=0

(MλH)nGλg.

Our assumptions ensure thatΞλg ∈ L1(D+, dµ+) so that HΞλg ∈ L1(D−, dµ−).
Then both Lλg and CλHΞλg are elements of D(A), and hence f ∈ D(A).

Furthermore, because (T−Lλ)g = 0 and T−Cλψ = ψ, we have T−f =
HΞλg. Similarly, T+f = Gλg + MλHΞλg = Ξλg so that T−f = HT+f and
f ∈ D(AH).

Finally, because (λI −A)Lλg = g and (λI −A)CλHΞλg = 0 by Theorem
10.43, we see that f solves (10.167). ⊓⊔

Proposition 10.45 allows us to prove the following two theorems.

Theorem 10.46. If the boundary operator H is dissipative, then AH is the
generator of a C0-semigroup of contractions (GAH

(t))t≥0. Moreover, if H ≥ 0,
then (GAH

(t))t≥0 is substochastic.

Proof. Equality (10.165) implies that for each positive λ we have ‖Mλ‖ ≤
1. Thus, if we suppose ‖H‖ < 1, then ‖MλH‖ < 1. Hence the series∑∞

n=0(MλH)nGλg is convergent in L1(D+, dµ+) for all λ > 0 and g ∈
L1(Λ, dµ). Proposition 10.45 then implies that the function f defined by
(10.166) is a solution of the equation (10.167). This property and (10.158)
ensure that

‖λf‖ ≤ ‖(λ + ν)f‖ ≤ ‖g‖+ ‖T−f‖ − ‖T+f‖.
However, T−f = HT+f and ‖H‖ < 1, so that ‖T−f‖− ‖T+f‖ < 0. Therefore

‖λf‖ ≤ ‖g‖,
or

‖(λI −AH)f‖ ≥ λ‖f‖,
which is exactly the equivalent condition (3.42) for dissipativity of AH . Be-
cause C∞

0 (Λ) ⊂ D(AH), AH is densely defined in L1(Λ, dµ) and Proposition
10.45 implies that Im(λI − AH) = L1(Λ, dµ). Therefore the Lumer–Phillips
theorem, Theorem 3.19, shows that AH generates a strongly continuous semi-
group of contractions in L1(Λ, dµ).

The representation formula (10.166) shows that AH is resolvent positive
for H ≥ 0, which implies that (GAH

(t))t≥0 is positive, see Section 3.4. ⊓⊔
When the boundary operator H is conservative, we obtain a weaker version

of Theorem 10.46.

Theorem 10.47. Suppose that ‖H‖ = 1. If the series
∑∞

n=0(MλH)nGλg con-
verges in L1(D+, dµ+) for all λ > 0 and g ∈ L1(Λ, dµ), then AH is the genera-
tor of a strongly continuous semigroup of contractions. Furthermore, if H ≥ 0,
then (GAH

(t))t≥0 is substochastic.

Proof. The assumption of the convergence of the series and inequality (10.158)
allow us to repeat the proof of Theorem 10.46. ⊓⊔
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10.5.3 An Application to Multiplying Boundary Conditions

Let us consider a system of particles moving in a homogeneous slab in R3 with
the coordinate system set so that the boundary planes are given by r1 = ±a,
where R3 ∋ r = (r1, r2, r3). We suppose that F = 0 so that all particles
have the same speed v. To simplify the notation, we assume that v = 1. In
slab geometry we assume that the boundary planes are homogeneous so that
the problem has cylindrical symmetry with respect to the axis e1 = (1, 0, 0).
Writing the direction of velocity in terms of the polar and azimuthal angles,
we see that the distribution function is independent of the azimuthal angle
and thus the velocity v is fully determined by y ∈ (−1, 1), where y is the cosine
of the angle between v and e1. This makes the problem one-dimensional in
both space and velocity.

Hence we introduce Λ = (−a, a) × (−1, 1) and, because F = 0, the free
streaming operator is given by

A0f = −µ∂rf, r ∈ (−a, a), y ∈ (−1, 1).

The boundary conditions are given as follows.

yu(−a, y, t) = α−

0∫

−1

|y′|u(−a, y′, t)dy′, y ∈ (0, 1),

|y|u(a, y, t) = α+

1∫

0

y′u(a, y′, t)dy′, y ∈ (−1, 0). (10.168)

These boundary conditions describe the situation when particles, upon contact
with the boundary surfaces, are either partially absorbed or reflected by both
boundaries (α± ≤ 1), multiplied by both boundaries (α± > 1), or multiplied
by one boundary surface and absorbed by the other (referred to as mixed
boundary conditions).

We rewrite this problem in a more compact form using the notation and
terminology of this chapter.

As we said earlier, Λ can be identified with (−a, a)× (−1, 1) and thus the
surface measures dσr and dσv are given by dr and dv. Also, we have ∂Ω =
{−a, a}, and the outward normal unit vector is given by n(±a) = (±1, 0).
Then

D− = {−a} × [0, 1] ∪ {a} × [−1, 0],

D+ = {−a} × [−1, 0] ∪ {a} × [0, 1].

We also define

S+(r) =

{
(−1, 0) for r = −a,
(0, 1) for r = a,

and
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S−(r) =

{
(0, 1) for r = −a,
(−1, 0) for r = a,

and thus we can write
∫

D±

fdµ± =
∑

r=±a

∫

S±(r)

f(r, y)|y|dy

for any integrable function f .
With this notation we can write the boundary conditions (10.168) as

Hϑ(r, y) =
α(r)

|y|

∫

S+(r)

|y′|ϑ(r, y′)dy′, ϑ ∈ L1(D+, |y|dy) (10.169)

for (r, y) ∈ D−; that is, r ∈ {−a, a} and y ∈ S−. Here α(r) = α± for r = ±a.
Furthermore, we define γ = max{α±}.

We also note that the minimal travelling time between successive reflec-
tions occurs when a particle is reflected in the direction perpendicular to a
boundary plate and travels the distance 2a with the speed v = 1 before reach-
ing the other plane. In other words,

δ = inf{t−(r, y), (r, y) ∈ D+} = 2a > 0. (10.170)

Theorem 10.48. Under the above assumptions the operator H is a bounded
operator from L1(D+, dµ+) to L1(D−, dµ−) and the corresponding streaming
operator AH generates a C0-semigroup.

Proof. Let ϑ ∈ L1(D+, dµ+). The kernel of H is nonnegative, and thus we
can suppose ϑ ≥ 0. Then

‖Hϑ‖ =

∫

D−

Hϑdµ− =
∑

r=±a

α(r)

∫

S−(r)

∫

S+(r)

|y′|ϑ(r, y′)dy′dy

=
∑

r=±a

α(r)

∫

S+(r)

|y′|ϑ(r, y′)dy′ =

∫

D+

αϑdµ+, (10.171)

hence
‖Hϑ‖ ≤ γ‖ϑ‖, (10.172)

and so H is bounded.
Now let us take ψ ∈ L1(D−, dµ−), fix λ > 0, and consider the function

HMλψ ∈ L1(D−, dµ−). Observe that in this case, for x = (r, y) ∈ Λ̄ and 0 ≤
t ≤ t−(r, y) we have simply ϕ(x, t, 0) = (r− ty, y) so that, if ψ ∈ L1(D−, dµ−)
and (r, y) ∈ D+, then

Mλψ(r, y) = e−λt−(r,y)ψ(r − t−(r, y)y, y).
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Thus, for ψ ≥ 0, we obtain

‖HMλψ‖ =
∑

r=±a

α(r)

∫

S−(r)

∫

S+(r)

|y′|e−λt−(r,y′)ψ(r − t−(r, y′)y′, y′)dy′dy

and, by (10.170), we obtain

‖HMλψ‖ ≤ e−λδ
∑

r=±a

α(r)

∫

S−(r)

∫

S+(r)

|y′|ψ(r − t−(r, y′)y′, y′)dy′dy

= e−λδ
∑

r=±a

α(r)

∫

S+(r)

|y′|ψ(r − t−(r, y′)y′, y′)dy′

≤ γe−λδ

∫

D+

ψ(r − t−(r, y′)y′, y′)dµ+.

Because in our case the sets D−∞ and D+∞ are empty, Proposition 10.12
implies ∫

D+

ψ(r − t−(r, y)y, y)dµ+ =

∫

D−

ψ(r, y)dµ−,

so that finally

‖HMλψ‖ ≤ γe−λδ

∫

D−

ψ(r, y)dµ− = γe−λδ‖ψ‖. (10.173)

Hence ‖HMλ‖ < 1 for all λ > (ln γ)/δ. Thus the series
∑∞

n=0(HMλ)nψ
converges in L1(D−, dµ−) for any ψ ∈ L1(D−, dµ−) and λ > λ0 = (ln γ)/δ.

We now show that this implies that the series
∑∞

n=0(MλH)nϑ converges
in L1(D+, dµ+), for all ϑ ∈ L1(D+, dµ+) and λ > λ0. Indeed, we know that
‖Mλ‖ ≤ 1 for all λ ≥ 0 and also that ψ = Hϑ ∈ L1(D−, dµ−) for each
ϑ ∈ L1(D+, dµ+). Thus, for n ≥ 0,

n+1∑

k=0

(MλH)kϑ = ϑ + Mλ

n∑

k=0

(HMλ)kHϑ = ϑ + Mλ

n∑

k=0

(HMλ)kψ,

and the statement is proved.
Using Proposition 10.45 we see that for any g ∈ L1(Λ, dµ) and λ > λ0, the

function

f = Lλg + CλH

( ∞∑

n=0

(MλH)nGλg

)
(10.174)

is a solution of the equation (λI −AH)f = g.
Taking into account the inequalities ‖Lλg‖ ≤ λ−1‖g‖, ‖Cλψ‖ ≤ λ−1‖ψ‖

(see (10.165)), ‖Gλg‖ ≤ ‖g‖, ‖H‖ ≤ γ we obtain
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‖f‖ ≤ 1

λ

(
1 +

γ

1− γe−λδ

)
‖g‖. (10.175)

Next we show that the function f defined by (10.174) is the only solution of
the equation (λI−AH)f = g. Indeed, if there is another solution, say f1, then
the difference w := f − f1 satisfies the equation (λI − AH)v = 0. However,
Theorem 10.43 shows that the only solution of the problem (λI − A)w =
0, T−w = h is given by w = Cλh. Because the boundary condition in our
problem is T−w = HT+w, we have w = CλHT+w and hence T−w = HT+w.
Also MλT−w = T+w, therefore we obtain T−w = HMλT−w. However, the
last equality is impossible because ‖HMλ‖ < 1 for λ > λ0.

Thus each λ > λ0 belongs to the resolvent set of the operator AH and for
such λ we also have R(λ,AH) ≥ 0. Now we split the proof to cater for three
different types of boundary behaviour determined by the coefficient α.
Case 1. γ = max{α+, α−} ≤ 1.
In this case λ0 ≤ 0 and Theorem 10.46 shows that AH is the generator of a
substochastic semigroup.
Case 2. min{α+, α−} > 1.
In this case we follow [52] and show that it is possible to use Theorem 3.39
to obtain a generation result. For this we need estimate (3.83). Actually, we
prove a stronger result:

‖(λI −AH)−1g‖ ≥ ‖g‖
λ

, (10.176)

for λ > λ0 and g ≥ 0. Let 0 ≤ g ∈ L1(Λ, dµ). Then f = (λ − AH)−1g has
integrable traces and we can use (10.159) with ν = 0 and h = T−f so that

∫

D+

T+fdµ+ + λ

∫

Λ

fdµ =

∫

D−

T−fdµ− +

∫

Λ

gdµ.

However, ∫

D−

T−fdµ− =

∫

D−

HT+fdµ− ≥
∫

D+

T+fdµ+,

where the last inequality follows from (10.171). Inserting it into the previous
identity and rewriting it in terms of norms, we obtain

‖(λI −AH)−1g‖ =

∫

Λ

fdµ ≥ 1

λ

∫

Λ

gdµ =
1

λ
‖g‖

and (10.176) is proved. Clearly, C∞
0 (Λ) ⊂ D(AH), thus all assumptions of

Theorem 3.39 are satisfied and AH is the generator of a positive semigroup.
However, this semigroup is not a semigroup of contractions.
Case 3. α± ≤ 1, α∓ > 1.
In this case, one boundary plate is absorbing while the other is multiplying. To
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fix attention, we assume that α+ ≤ 1 and α− > 1 and introduce an auxiliary

boundary operator H̃ defined by (10.169) with α̃+ = α− > 1 and α̃− = α−.

It is clearly a positive operator satisfying H̃ ≥ H. This yields, by (10.174),

0 ≤ (λI −AH)−1 ≤ (λI −AH̃)−1

for λ > λ0 (λ0 is in both cases given by (lnα−)/δ) and by induction this
extends to

(λI −AH)−n ≤ (λI −AH̃)−n

for any n which implies, by Remark 2.68, Case 2, and the Hille–Yosida theo-
rem,

‖(λI −AH)−n‖ ≤ ‖(λI −AH̃)−n‖ ≤ M

(λ− λ0)n

with the constant M coming from the Hille-Yosida estimates (3.15) for the
operator AH̃ . Because AH is a densely defined and closed operator, it is the
generator of a positive semigroup. ⊓⊔

10.5.4 An Application to Conservative Boundary Conditions

Let us recall that by AH we denoted the operator

AHf = Af,

D(AH) = {f ∈ D(A); T±f ∈ L1(D±, dµ±), T−f = HT+f}.

If H is dissipative, that is, if ‖H‖ < 1, then, by Proposition 10.45, the function

f = Lλg + CλH(I −MλH)−1Gλg, (10.177)

where λ > 0 and g ∈ X = L1(Λ, dµ), is well defined because it is given by
the absolutely convergent series (10.166). Thus it also satisfies the equation
(λI − AH)f = g. Moreover, by Theorem 10.46, AH is the generator of a
C0-semigroup of contractions (GAH

(t))t≥0 which is positive if H ≥ 0.
The aim of this subsection is to extend the generation results to the case

of the boundary operator H which satisfies

(j) H ≥ 0;
(jj) ‖H‖ = 1.

The analysis of this subsection is based on [18] and to some extent parallels
the theory provided in Theorem 5.2 and the theory of extensions discussed in
Section 6.3. The following lemma uses the ideas of Theorem 5.2.

Lemma 10.49. Let H be a boundary operator satisfying H ≥ 0 and ‖H‖ = 1.
Then, for all t ≥ 0, the limit

GAH
(t)g = lim

r→1−
GArH

(t)g (10.178)

exists for any g ∈ X and defines a substochastic semigroup.
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Proof. Let us fix λ > 0 and 0 ≤ g ∈ X . Because ‖rH‖ = r, Theorem 10.46
implies that

(λI −ArH)−1g = Lλg + CλrH
∞∑

n=0

(MλrH)nGλg

for any r ∈ (0, 1). The function r → (λ−ArH)−1g is positive and increasing.
Hence, arguing as in Theorem 5.2, we obtain the existence of a bounded linear
operator in X defined as

R(λ)g := lim
r→1−

(λI −ArH)−1g = Lλg +
∞∑

n=0

CλH(MλH)nGλg (10.179)

which satisfies

‖R(λ)g‖ ≤ 1

λ
‖g‖.

To prove that ImR(λ) is dense in X , we observe that if f ∈ C∞
0 (Λ), then

(λI −ArH)f = (λI −A)f = g

for all r ∈ (0, 1) and hence

(λI −ArH)−1g = f → f = R(λ)g

as r → 1−. Thus C∞
0 (Λ) ⊂ ImR(λ) and therefore the latter is dense in

X . The Trotter–Kato theorem (Theorem 3.43) implies then that there exists
an operator AH such that R(λ) = (λI − AH)−1 holds. This operator is the
generator of a C0-semigroup (GAH

(t))t≥0, and for all t ≥ 0, f ∈ X ,

GAH
(t)f = lim

r→1−
GArH

(t)f,

and the convergence is uniform in t in compact subsets of [0,∞). ⊓⊔

Next we characterise the generator AH of the semigroup (GAH
(t))t≥0.

This is done by the methods analogous to those of Section 6.3.
For the measure space (D−, dµ−), we denote by ED−

the set of all ex-
tended real-valued measurable functions defined on (D−, dµ−). Obviously
L1(D−, dµ−) ⊂ ED−

. Let us consider the operator C := C1 : L1(D−, µ−) →
X , where C1 is defined by (10.163) with λ = 1. Through the operator C
we construct a subset of ED−

, denoted hereafter FD−
, in the following way:

ψ ∈ FD−
if and only if for every (ψn)n∈N ⊂ L1(D−, µ−) with 0 ≤ ψn↑ |ψ| (see

Subsection 2.2.4)
sup
n∈N

Cψn ∈ X .

Because the construction of FD−
is the same as that of F in Section 6.3 and

the operator C is one-to-one by (10.157), the following properties of the set
FD−

can be proved exactly as in Lemma 6.17.
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Lemma 10.50. (a) If ψ ∈ FD−
and 0 ≤ ψ1 ≤ ψ, then ψ1 ∈ FD−

.
(b) If ψ ∈ FD−

, then ψ is finite almost everywhere.
(c) If 0 ≤ ψ ∈ FD−

and (ψ′
n)n∈N, (ψ

′′
n)n∈N ⊂ L1(D−, µ−) satisfy 0 ≤ ψ′

n↑ ψ
and 0 ≤ ψ′′

n↑ ψ, then
sup
n∈N

Cψ′
n = sup

n∈N

Cψ′′
n.

We repeat the same considerations for the operator H but for this we have to
assume, in addition to H ≥ 0 and ‖H‖ = 1, that

(jjj) If 0 ≤ ϑ ∈ L1(D+, dµ+) is such that Hϑ = 0, then ϑ = 0.

Thus, for the measure space (D+, dµ+), we denote by ED+ the set of all the
extended real-valued measurable functions on (D+, µ+) and define FD+

⊂ ED+

by the condition: ϑ ∈ FD+
if and only if for every (ϑn)n∈N ⊂ L1(D+, dµ+)

with 0 ≤ ϑn↑ |ϑ|
sup
n∈N

Hϑn ∈ FD−
. (10.180)

Thanks to assumption (jjj), the next lemma follows as does Lemma 10.50,
from the proof of Lemma 6.17.

Lemma 10.51. (a) If ϑ ∈ FD+
and 0 ≤ ϑ1 ≤ ϑ, then ϑ1 ∈ FD+

.
(b) If ϑ ∈ FD+

, then ϑ is finite almost everywhere.
(c) If 0 ≤ ϑ ∈ FD+

and (ϑ′
n)n∈N, (ϑ

′′
n)n∈N ⊂ L1(D+, µ+) satisfy 0 ≤ ϑ′

n↑ ϑ
and 0 ≤ ϑ′′

n↑ ϑ, then
sup
n∈N

Hϑ′
n = sup

n∈N

Hϑ′′
n.

The above properties allow us to define the extensions of the operators C,H
and M (where M := M1 and Mλ was defined through (10.164)) following the
construction of Section 6.3. Thus, first for 0 ≤ ψ ∈ FD−

, we define

Cψ = sup
n∈N

Cψn ∈ X ,

where (ψn)n∈N ⊂ L1(D−, dµ−) satisfies 0 ≤ ψn↑ ψ and then extend it to the
whole FD−

by linearity. We have the following result.

Lemma 10.52. If ψ ∈ FD−
, then Cψ ∈ D(A) and

ACψ = Cψ.

Proof. We can suppose that ψ ≥ 0. Then there exists {ψn} ⊂ L1(D−, dµ−)
such that ψn↑ ψ and for such ψ we have

Cψ = sup
n∈N

Cψn ∈ X .

Because L1(Λ, dµ) is a KB-space, the sequence (Cψn)n∈N converges to Cψ
in X . Furthermore, for any n we have Cψn ∈ D(A), with ACψn = Cψn

by Theorem 10.43. Thus the sequence (ACψn)n∈N converges in X too and,
because A is closed by the properties of the distributional derivative, we have
Cψ ∈ D(A) with ACψ = Cψ. ⊓⊔
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From the Lebesgue monotone convergence theorem it follows that for ψ ∈
FD−

and x ∈ Λ,

Cψ(x) = e−
∫ t−(x)

0 (λ+ν(ϕ(x,s,0)))dsψ(ϕ(x, t−(x), 0))

if t−(x) <∞, and 0 otherwise. Next we observe that for ψ ∈ FD−
and y ∈ D−,

we have
lim

t→0+
C(ψ(ϕ(y, 0, t))) = ψ(y),

whilst

lim
t→0+

C(ψ(ϕ(y, t, 0))) = e−
∫ t−(y)

0 (λ+ν(ϕ(y,s,0)))dsψ(ϕ(y, t−(y), 0))

for ψ ∈ FD−
, and y ∈ D+\D+∞. Clearly, for y ∈ D+∞ the above limit is 0.

Thus we can define M : FD−
→ ED+ by

Mψ(y) = e−
∫ t−(y)

0 (λ+ν(ϕ(y,s,0)))dsψ(ϕ(y, t−(y), 0)), y ∈ D+

if t−(y) <∞ and 0 otherwise. Finally, for 0 ≤ ϑ ∈ FD+
, we define

Hϑ = sup
n∈N

Hϑn ∈ FD−
,

where (ϑn)n∈N ⊂ L1(D+, µ+) is a sequence defined in (10.180) and for arbi-
trary ϑ ∈ FD+

we extend this definition by linearity.
We can now provide a complete characterisation of the operator AH along

the lines of Theorem 6.20.

Theorem 10.53. Suppose that the boundary operator H satisfies conditions
(j)–(jjj). Then f ∈ D(AH) if and only if f ∈ D(A), T+f ∈ FD+

, T−f ∈ FD−
,

T−f = HT+f , and
lim

n→∞
‖CH(MH)nT+f‖ = 0. (10.181)

For every f ∈ D(AH) we have AHf = Af .

Proof. First suppose that f ∈ D(AH) and consider the function g defined by
g = (I − AH)f ∈ X . According to Lemma 10.49, f = (I − AH)−1g can be
written using formula (10.179) with λ = 1. In other words denoting, as before,
L = L1, M = M1, G = G1, we have

f = Lg +
∞∑

n=0

CH(MH)nGg. (10.182)

Therefore, if for any n ≥ 0 we define

fn = Lg +
n∑

k=0

CH(MH)kGg = Lg + CH
n∑

k=0

(MH)kGg; (10.183)
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then fn ∈ D(A) from Theorem 10.43 and fn → f as n → ∞ in X . As in
Lemma 10.52 we have ACψ = Cψ hence

Afn = ALg + ACH
n∑

k=0

(MH)kGg = ALg + CH
n∑

k=0

(MH)kGg

= ALg + fn − Lg = fn − g;

hence,
lim

n→∞
Afn = f − g.

Because A is closed, f ∈ D(A) with Af = f − g; that is, g = (I − A)f =
(I −AH)f and therefore Af = AH .

Next let us define

ϑn = T+fn = Gg + MH
n∑

k=0

(MH)kGg =
n+1∑

k=0

(MH)kGg (10.184)

and

ψn = T−fn = H
n∑

k=0

(MH)kGg = Hϑn−1. (10.185)

Using these definitions we can rewrite (10.183) as

fn = Lg + CHϑn−1 = Lg + Cψn (10.186)

and from (10.184) and (10.185) we infer

Mψn = MHϑn−1 = ϑn −Gg. (10.187)

Suppose now that g ≥ 0 and define

ϑ := sup
n∈N

ϑn, ψ := sup
n∈N

ψn.

By Proposition 2.73 we also obtain fn ↑ f . This, together with (10.186), shows
that ψ ∈ FD−

and
f = Lg + Cψ, (10.188)

whereas equation (10.185) and ψ ∈ FD−
imply ϑ ∈ FD+ with

ψ = Hϑ. (10.189)

Furthermore, from (10.187) we see that

Mψ := sup
n∈N

Mψn

satisfies the equation
Mψ = ϑ−Gg. (10.190)
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Because ϑ ∈ FD+
and Gg ∈ L1(D+, dµ+) ⊂ FD+

, we see that Mψ ∈ FD+
.

Now, thanks to (10.188) and (10.190), we have

T−f = ψ (10.191)

and
T+f = Gg + Mψ = ϑ. (10.192)

To prove (10.181), first we show by induction that for all n ≥ 0 we have:
(MH)nϑ ∈ FD+

,
(MH)n+1ϑ = (MH)nϑ− (MH)nGg (10.193)

and
f = fn + CH(MH)n+1ϑ. (10.194)

The assertion is true for n = 0. Indeed, then (10.193) coincides with (10.190),
and (10.188)–(10.190) imply

f = Lg + CH(Gg + MHϑ);

which, upon noticing that H|L1(D+,dµ+) = H and C|L1(D−,dµ−) = C, gives

f = Lg + CHGg + CH(MH)ϑ = f0 + CH(MH)ϑ,

that is, (10.194) is proved for n = 0.
Now suppose that the assertion is true for n ≥ 0. From (10.193) we immedi-

ately infer that (MH)n+1ϑ ∈ FD+
and (MH)n+2ϑ = (MH)n+1ϑ−(MH)n+1Gg,

that is, (10.193) holds for n + 1. This, together with (10.194), gives us

f = fn + CH(MH)n+1Gg + (MH)n+2ϑ = fn+1 + CH(MH)n+2ϑ,

which is (10.194) for n + 1 and, because fn → f , (10.194) yields (10.181).
Let us now prove sufficiency; that is, supposing that f ∈ D(A), T+f ∈ FD+ ,

T−f ∈ FD−
, T−f = HT+f , and ‖CH(MH)nT+f‖ → 0 as n → ∞, we show

that f ∈ D(AH) with AHf = Af . Indeed, given a function f satisfying the
above properties we define

g = (I −A)f, ψ = T−f, ϑ = T+f.

By Lemma 10.52 we can repeat the considerations contained in the proof of
Theorem 10.43 to show that f = Lg + Cψ which is formula (10.188). From
(10.188) we deduce (10.191) and (10.192). Assumption T−f = HT+f shows
that also (10.189) is satisfied. As previously, taking into account the definition
(10.183) of fn, Eqs. (10.188)–(10.190) imply that, for any n, (MH)nϑ ∈ FD+

and (10.194) holds . This, together with ‖CH(MH)nT+f‖ → 0 as n → ∞,
prove that fn → f in X as n → ∞ (i.e., that formula (10.182) holds). Thus
f ∈ D(AH) and clearly AHf = Af . ⊓⊔

An important property of the operator AH is proved in the next lemma.
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Lemma 10.54. If f ∈ D(AH), then νf ∈ X .

Proof. Let us consider f = (I − AH)−1g, where we can suppose that g ≥ 0
and let fn, n ∈ N, be defined by (10.183). Then fn = Lg + Cψn ≥ 0 for any
n ∈ N0 and, by (10.159),

∫

Λ

(1 + ν)fndµ =

∫

Λ

gdµ +

∫

D−

ψndµ− −
∫

D+

ϑndµ+. (10.195)

By (10.185) we know that ψn = Hϑn−1 for all n so that

∫

Λ

(1 + ν)fndµ =

∫

Λ

gdµ +

∫

D−

Hϑn−1dµ− −
∫

D+

ϑndµ+. (10.196)

Because the sequence (ϑn)n∈N is positive, assumptions (j) and (jj) on H
imply ∫

D−

Hϑn−1dµ− ≤
∫

D+

ϑn−1dµ+ (10.197)

so that
∫

Λ

(1 + ν)fndµ ≤
∫

Λ

gdµ−
∫

D+

(ϑn − ϑn−1)dµ+, (10.198)

with the equality sign if (10.197) is the equality.
Because ϑn−ϑn−1 = (MH)n+1Gf and the sequence {

∫
D+

(MH)n+1Gfdµ+}
is decreasing by (10.165), there exists

β(f) := lim
n→∞

∫

D+

(MH)n+1Gfdµ+ ≥ 0, (10.199)

which, together with (10.198), shows that νf ∈ X with

∫

Λ

(1 + ν)fdµ ≤
∫

Λ

gdµ− β(f), (10.200)

where again we have an equality if (10.197) is an equality. ⊓⊔

In the context of this problem it is natural to say that (GAH
(t))t≥0 is

honest if for any 0 ≤ f ∈ D(AH),

d

dt

∫

Λ

GAH
(t)fdµ =

d

dt
‖GAH

(t)f‖ = −
∫

Λ

νGAH
(t)fdµ = −‖νGAH

(t)f‖.
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In this case there is no leakage of particles through the boundary in accordance
with the assumption that the boundary operator is conservative. Clearly, if
ν = 0, then the honesty of (GAH

(t))t≥0 is equivalent to it being stochastic.
The considerations of this subsection are very similar to those of Chapter

6 with the operator H playing the role of the operator B. Therefore it is not
surprising that the condition for honesty should involve the functional β as in
Theorem 6.11. Indeed, we have the following result.

Corollary 10.55. The semigroup (GAH
(t))t≥0 is honest if and only if ‖Hϑ‖ =

‖ϑ‖ for all nonnegative ϑ ∈ L1(D+, dµ+) and β(f) = 0 for all f ∈ X .

Proof. We note that, because g = (I−A)f = f−A0f+νf , inequality (10.200)
can be rewritten as ∫

Λ

A0fdµ ≤ −β(f), (10.201)

with the equality sign if ‖Hϑ‖ = ‖ϑ‖ for all 0 ≤ ϑ ∈ L1(D+, dµ+). Further-
more, if β(f) = 0 for all f ∈ X , then

∫

Λ

A0fdµ = 0

for all f ∈ D(AH) and this implies the honesty of the semigroup.
Conversely, honesty implies that (10.201) holds for all 0 ≤ f ∈ D(AH) by

Lemma 10.54 which immediately yields β(f) = 0 as β is a positive functional.
Finally, if ϑ ∈ L1(D+, dµ+), from (10.196) we obtain

∫

D−

Hϑdµ− =

∫

D+

ϑdµ+.

⊓⊔

Remark 10.56. The above approach to noncontractive boundary conditions
was chosen to demonstrate the power of positivity techniques, which are the
central theme of this book. It is fair to say, however, that such problems can
also be considered from other points of view. The interested reader is referred
to [127, 114] for alternative approaches.

One might have noticed many similarities in the results obtained in this
section with the theory of substochastic semigroups developed in Chapter 6.
These are further exploited in [18] where, among others, a spectral approach
that parallels Theorem 4.3 is presented.



11

Singularly Perturbed Inelastic Collision Models

11.1 Preliminaries

As we have seen in the previous chapter, models of kinetic theory can involve
a large variety of different phenomena, such as, for example, free streaming,
external field, and elastic and inelastic collisions. It is thus natural to investi-
gate what happens when some of these phenomena are significantly stronger
than others. In such cases, it is customary to derive a simpler approximate
description of the studied model by introducing suitable continuum, or hy-
drodynamic, quantities. Such a continuum approximation of kinetic theory
can be obtained mathematically by asymptotic analysis which, by introduc-
ing a suitable average of phase space particle density, reduces the number of
independent variables.

Different importance of particular physical phenomena in a mathematical
model can be accounted for by introducing nondimensional parameters related
to them and investigating the limit equation when these parameters become
very small or very large. The first analysis of this type was carried out by D.
Hilbert in his celebrated paper of 1912 [99], where he expanded the solution
of the nonlinear Boltzmann equation (10.1) into powers of a small parameter
(which in this case was the nondimensionalised mean free path of particles)
and obtained a class of approximate hydrodynamic solutions, valid when par-
ticle collisions are dominant. A few years later the Chapman–Enskog theory
appeared (see, e.g., [68]). This treated the problem of approximation of the
Boltzmann equation by fluid equations in a much more accurate way. Even if
it is difficult to explain without entering into details the difference between
the Hilbert and Chapman–Enskog theories, we can say that in the former it
is the solution that is expanded in power series of the small parameter (which
yields the Euler equations at the first level of approximation), whereas the
latter expands the equations yielding the much more accurate Navier–Stokes
system. For many years the Chapman–Enskog asymptotic procedure was used
successfully in physics and in practical applications, even if it missed rigor-
ous foundations, [90]. Asymptotic methods are extensively discussed in many
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monographs devoted to kinetic equations; the reader can be referred to the
monographs, [66], [159], and more recently, [67, 60].

In recent years, numerous papers attempting to put the asymptotic the-
ory of kinetic equations on a sound mathematical basis have appeared. In
particular, the Chapman–Enskog procedure for linear kinetic equations has
been well developed in a series of papers, [129, 130, 21, 22, 23, 24, 35] and the
monograph [131]. When applied to a linear kinetic equation with both elastic
and inelastic scattering terms, it produces, as possible hydrodynamic limits,
a number of mathematically challenging equations. As our main interest in
this book is to apply positivity techniques to analyse the solvability of vari-
ous equations, we focus on one particular, possibly the most interesting, limit
equation that combines diffusion and kinetic terms. A comprehensive survey
of other possibilities can be found in [131, 35] and references therein.

The exposition is divided into several sections. In Section 11.2 we present a
short overview of the compressed Chapman-Enskog asymptotic method used
to derive the limit equations, then the physical model is described in Section
11.3 and its mathematical analysis provided in Section 11.4. In Section 11.6 we
derive the limit equations, analyse them, and prove the convergence results.

11.2 The Asymptotic Procedure

The goal of this section is to give a concise overview of a powerful asymptotic
method, called the compressed asymptotic method, which is a modification of
the classical Chapman–Enskog procedure for the Boltzmann equation. Here
we apply it to derive limit equations for various scalings of the inelastic colli-
sion model, described in detail in Section 11.3.

In order to introduce the method, let us consider a particular case of a
singularly perturbed abstract initial value problem

{
∂fǫ

∂t
= A0fǫ +

1

ǫ
A1fǫ +

1

ǫ2
A2fǫ,

fǫ(0) = f0,
(11.1)

where the presence of the small parameter ǫ indicates that the phenomenon
modelled by the operator A2 is stronger than that modelled by A1, which, in
turn, is more relevant than the one modelled by A0.

In kinetic equations we are typically interested in situations when the col-
lision processes are dominant. If this is the case, the gaseous medium quickly
becomes homogenised with respect to velocities and starts to behave as a fluid
governed by a suitable hydrodynamic equation which should be the limit equa-
tion for (11.1) as ǫ→ 0 (the parameter ǫ in such a case is related to the mean
free path between collisions).

A standard asymptotic approach is to look for a solution to (11.1) in the
form of a truncated power series
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f (n)
ǫ (t) = f0(t) + ǫf1(t) + ǫ2f2(t) + · · ·+ ǫnfn(t),

and build up an algorithm to determine the coefficients f0, f1, f2, . . . , fn by

equating coefficients that multiply like powers of ǫ. Then f
(n)
ǫ (t) is an approx-

imation of order n to the solution fǫ(t) of the original equation in the sense
that we should have

fǫ(t)− f (n)
ǫ (t) = o(ǫn) , (11.2)

for 0 ≤ t ≤ T , where T > 0 as ǫ → 0. It is important to note that the
zeroth-order approximation satisfies

A2f0(t) = 0

which is the mathematical expression of the fact that the hydrodynamic ap-
proximation should be collision-free. For this reason the null-space of the
dominant collision operator is called the hydrodynamic space of the problem.

Because, in most cases, the limit equation involves less independent vari-
ables than the original one, the solution of the former cannot satisfy all bound-
ary and initial conditions of the latter. Such problems are thus called singularly
perturbed . If, for example, the approximation (11.2) does not hold in a neigh-
bourhood of t = 0, then it is necessary to introduce an initial layer correction
by repeating the above procedure with rescaled time to improve the conver-
gence for small t. The original approximation which is valid only away from
t = 0 is referred to as the bulk approximation .

As we mentioned in Section 11.1, there are various methods of construct-
ing asymptotic expansions to kinetic equations. Here we use the compressed
Chapman–Enskog procedure. The main feature of this method is that the hy-
drodynamic space is identified first and then the original problem is decom-
posed into two coupled problems: one for the hydrodynamic and the other
for the kinetic part of the solution. This is done by projecting the solution
and the operators onto the hydrodynamic space and its complement which is
called the kinetic space. Next we use the main idea of the Chapman–Enskog
method: as our primary interest is to find the hydrodynamic approximation of
the solution, we expand only the kinetic part of it, leaving the hydrodynamic
part unexpanded. After this we follow standard steps; that is, we substitute
the expansion into the equation and find equations for terms of the expansion
by equating coefficients at the same powers of ǫ.

To find the initial layer correction we introduce a new time scale and per-
form the standard asymptotic analysis; that is, this time we expand both ki-
netic and hydrodynamic parts. An essential feature of the compressed method
is that the bulk and initial layer parts are coupled at t = 0 providing correct
initial conditions for the approximating equations which, in turn, yields a
small error of the approximation.

We illustrate an application of this method in Subsection 11.6.2 where
we derive a range of limit equations for various scalings of a linear Boltz-
mann equation with dominant elastic collisions, described in the next section.
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Readers interested in the details of the asymptotic analysis for other cases are
referred to the series of articles, [129, 130, 21, 22, 23, 24, 86, 72, 30, 64, 35, 43],
and the monograph [131].

11.3 The Model

In Section 10.4.4 we have already seen an inelastic collision model describing
electron transport through a semiconductor device. Inelastic collisions are also
important in other branches of kinetic theory, where they describe interactions
of point particles with composite systems, such as the interaction of high-
energy neutrons with nuclei, or the exchange of kinetic energy by low-energy
neutrons propagating in gas media or solids [88]. Despite many similarities, the
model described here is essentially different from the semiconductor model due
to presence of the microreversibility principle, described below, which makes
the collision operator inherently singular.

As in Chapter 10, we consider a gas of test particles having mass m,
endowed only with translational degrees of freedom, propagating through a
three-dimensional host medium of field particles having mass M . Such field
molecules are usually much heavier than the test particles and have quite
a complicated structure which in turn creates nontrivial internal degrees of
freedom. As is typical in the literature, here too such a structure is accounted
for in a semiclassical way, that is, by considering the molecules as point parti-
cles obeying the classical dynamics, endowed with a set of quantum numbers
which identify their internal quantised state. Each of the several (infinite, in
principle) discrete states corresponds to a specific energy level, and thus the
molecules in different states must be considered as separate species.

In our considerations we adopt the simplest possible assumption, namely,
that for the background particles only the first two energy levels are signifi-
cant. These two levels are: the ground state and the first excited level, which
are spaced by an energy gap ∆E. In addition, we assume the background
to be at rest in thermodynamical equilibrium which determines the distribu-
tion functions of the two background species, and we consider the well-known
Lorentz gas limit m/M → 0. In other words, the test particles collide with
something like a rigid net – they can be deflected (elastic collisions) or ex-
change quanta of energy with the background (inelastic collisions), but the
classical continuous exchange of kinetic energy is ruled out. In each collision
the total mass, momentum, and energy of the interacting particles is con-
served, but the kinetic energy is conserved only in the elastic ones, because
in the inelastic encounters the quantity ∆E of kinetic energy of an impinging
particle is transferred to or from the internal energy of the field particle. As in
Chapter 10, here we also adopt the standard assumption of transport theory
that the interactions of the test particles with each other are negligible and
the evolution of the test particle distribution function f is fully determined
by the collisions with field particles. Moreover, as we mentioned above, the
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test particles do not affect the field particle distribution function due to their
much larger mass. This assumption makes the problem linear, at least with
respect to the test particles.

This subject is dealt with quite extensively in the literature. The essential
features are given partly in standard textbooks, [65, 83, 66], and partly in
some pioneering pieces of work, [78, 167, 113] (we quote only some of them
for the readers’ convenience, without pretending to be exhaustive). A detailed
analysis, based on the methods of kinetic theory, with an explicit derivation of
the collision integrals in terms of the scattering cross-sections, and under the
standard assumptions for the validity of the integro-differential Boltzmann
equation, can be found in some more recent papers, [88, 148, 25, 94].

The number densities of the particles in the ground and in the excited
states are constant; we denote them by n1 and n2, respectively. The condition
of thermodynamical equilibrium relates them with each other through the
Boltzmann factor

b := n2/n1 = e−∆E/kBΘ < 1,

where kB is the Boltzmann constant and Θ is the background temperature.
The time evolution of the distribution function f = f(r,v, t) of the test

particles is governed by the linear Boltzmann equation ,[88, 147],

∂tf = A0f + Cef + Cif, (11.3)

where A0 is the free streaming operator (see (10.8) and (10.24)) defined by

A0f = −v · ∂rf,

and

(Cef)(r, vω) = −f(r, vω)

∫

S2

[n1g
e
1(r, v,ω · ω′) + n2g

e
2(r, v,ω · ω′)] dω′

+

∫

S2

[n1g
e
1(r, v,ω · ω′) + n2g

e
2(r, v,ω · ω′)] f(r, vω′)dω′, (11.4)

is the elastic collision operator and the inelastic collision operator is given by

(Cif)(r, vω) =

− f(r, vω)

∫

S2

[
n1g

i
1(r, v,ω · ω′)H(v − δ) + n2g

i
2(r, v,ω · ω′)

]
dω′

+

∫

S2

[
n1g

i
1(r, v+,ω · ω′)

v+

v
f(r, v+ω′)

+n2g
i
2(r, v−,ω · ω′)H(v − δ)

v−
v
f(r, v−ω′)

]
dω′. (11.5)

The standard fivefold integral of kinetic theory (see (10.1)) has collapsed to a
twofold one because field particles are ‘frozen’ as a consequence of the Lorentz
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gas assumption. As before, v = vω is the velocity variable, with modulus
v ∈ [0,∞) and direction ω ∈ S2 (the unit sphere in R3), v± =

√
v2 ± δ2,

δ2 = 2∆E/m, and H is the Heaviside function. Also, ge
1 and ge

2 are the elastic
collision frequencies for the scattering of the test particles with the background
molecules in the fundamental and excited state, respectively, and gi

1 and gi
2

the inelastic collision frequencies for the endothermic and exothermic process,
respectively, which obey the microreversibility principle [113],

vgi
1(v) = H(v − δ)v−g

i
2(v−)

vgi
2(v) = v+g

i
1(v+). (11.6)

For v > δ, one of these two relationships is redundant because the second
can be obtained from the first one by taking v+ in place of v. For v < δ,
however, the first relationship gives gi

1(v) = 0, the information which cannot
be recovered from the second and which expresses the fact that the excitation
cross-section must vanish when the kinetic energy of an incoming particle is
below the inelastic threshold ∆E.

Notice that the elastic collision operator is the same as for the mono-
energetic neutron transport, [65], and that there are two possible target field
particles, whose relative importance is determined by the macroscopic collision
frequencies

σk = nkg
e
k

(elastic scattering), and
gk = nkg

i
k

(inelastic scattering), with k = 1, 2, where n2 < n1. In the elastic process
the test particle speed remains unchanged and the global effect of scattering
is just isotropisation. In the inelastic collision operator the threshold effect
described below (11.6) is accounted for by the Heaviside function H, and one
may notice scattering-in contribution at the speed v from test particles at
speed v+ before collision (down-scattering), as well as from test particles at
speed v− before collision (up-scattering). If these were the only interaction
mechanisms present in the system, a test particle with a given initial kinetic
energy would attain, during its life, only kinetic energies which differ from the
initial one by integer multiples of the energy ∆E. The test particles undergoing
only inelastic scattering are thus partitioned into separate equivalence classes,
modulo ∆E with respect to kinetic energy, which becomes a mere parameter
with the range in the interval (0,∆E). This is actually the case in our model,
because the speed changes neither during free flight (force fields have been
neglected), nor under elastic scattering. This observation allows us to convert
(11.3) into an infinite system of equations of birth-and-death type; see Chapter
7. Such a form of (11.3) is advantageous in many cases; see the last part of
Subsection 10.4.4. Here we use it in Theorem 11.25.

At this point, we use the microreversibility conditions again to express
the inelastic collision frequencies in terms of only one of them, say, g1. Since
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the elastic frequencies σk are not correlated, they are both free. However,
they only appear in the collision operator in the combination σ1 + σ2, which
henceforth is denoted by σ. For similar reasons, the only inelastic parameter
of interest, g1, is renamed g. Thus, the collision operators in (11.4) and (11.5)
can be written in the more concise form:

(Cef)(r, vω) = −f(r, vω)

∫

S2

σ(r, v,ω ·ω′)dω′ +
∫

S2

σ(r, v,ω ·ω′)f(r, vω′)dω′,

(11.7)
and

(Cif)(r, vω)

= −f(r, vω)

∫

S2

[
H(v − δ)g(r, v,ω · ω′) + b

v+

v
g(r, v+,ω · ω′)

]
dω′

+
v+

v

∫

S2

g(r, v+,ω · ω′)f(r, v+ω′)dω′

+ b

∫

S2

H(v − δ)g(r, v,ω · ω′)f(r, v−ω′)dω′. (11.8)

In general, we assume that σ(r, v,ω · ω′) is a bounded measurable function:

0 < σmin ≤ σ(r, v, z) ≤ σmax < +∞ (11.9)

for all (r, v, z) ∈ R3 × [0,∞)× [−1, 1].
The independent inelastic collision frequency g = n1g

i
1 is assumed to sat-

isfy, for all (r, v, z) ∈ R3 × [δ,∞)× [−1, 1],

0 < gminḡ(v2) ≤ g(r, v, z) ≤ gmaxḡ(v2) < +∞, (11.10)

where gmin, gmax are some constants and ḡ is a positive continuous function
normalized so that ḡ(δ) = 1, and satisfying

ḡ(v2 + δ2) ≤ Lḡ(v2), (11.11)

for some constant L > 0 and all v > 0. Note that due to microreversibility
conditions (11.6) there is no need to impose any condition on the behaviour
of g for v ∈ [0, δ).

Remark 11.1. Condition (11.10) ensures that the leading role in the inelas-
tic scattering is played by the kinetic energy of interacting particles, whereas
(11.11) imposes some control over the changes of the collision frequency be-
tween the energy levels. This condition is obviously satisfied if ḡ is a de-
creasing function or grows at most exponentially in v2. In particular, it
holds in the cases of physical interest where g is required to satisfy, for all
(r, v, z) ∈ R3 × [δ,∞)× [−1, 1],
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0 < gminv
s ≤ g(r, v, z) ≤ gmaxv

s, (11.12)

with some s ≤ 1 and constants gmin, gmax (possibly different from (11.10)).
Though the interaction potential here may be completely different, by analogy
with (10.2) and Subsection 10.1.2, the case with s = 1 is called the rigid
spheres collisions, the cases with 0 < s < 1 are called hard potentials with
angular cut-off, and the case s = 0 corresponds to Maxwell molecules and
s < 0 to soft potentials. In particular, from (11.9) we see that the elastic
scattering is governed by Maxwell type potentials.

Remark 11.2. Formally the structure of the inelastic collision operator (11.8)
is the same as that of the semiconductor collision operator (10.100): both
are integro-translational operators. However, the microreversibility principle
(11.6) introduces the inherent singularity v−1 in the up-scattering operator
making it unbounded irrespective of the behaviour of the collision frequency
as v →∞, in contrast to the semiconductor equation.

11.4 Mathematical Properties of the Collision Operators

11.4.1 Spaces and Operators

In this subsection we introduce the function spaces relevant to further consid-
erations. Unlike in Chapter 10, here we need a clear distinction between spaces
of functions of r and v variables and thus the basic spaces X are represented
as

X = L1(R
3
r, Xv) = L1(R

3
v, Xr) = L1(R

6
r,v),

where Xα = L1(R
3
α) for α = r, v. Most considerations are carried out in Xv

with fixed r. Typically, if Sr is an operator in Xv (possibly depending on r as
a parameter), then by S we denote the extension of this operator to X . If Sr

is unbounded in Xv with domain D(Sr), then S is considered on the natural
domain

D(S) = {f ∈ X ; f(r, ·) ∈ D(Sr) for a.a. r, Srf ∈ X}.
If Sr does not depend on r, and it is clear from the context in which space it
acts, we omit the subscript r. The same convention is applied to operators Sv

acting in Xr.
Occasionally, if the above procedure can be reverted, for acting in X opera-

tor S we write Sr or Sv to denote this operator acting with r or v, respectively,
fixed as a parameter (that is, e.g., Srf = S(f ⊗ 1) where f ∈ Xv, if the latter
defines an element of Xv).

Asymptotic analysis requires some additional regularity of the data. Typ-
ically, the required regularity in the v variable is related to the integrability
with respect to a certain weight function and the required regularity in the r
variable is related to differentiability. Thus, we introduce
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Xv,w = L1(R
3
v, w(v)dv),

and for the typical ‘moment’ weight w(v) = w(v) = 1 + vk, k ∈ Z, we denote

Xv,k = L1(R
3
v, (1 + vk)dv).

Accordingly, we define
Xw = L1(R

3
r, Xv,w)

and
Xk = L1(R

3
r, Xv,k). (11.13)

If S is an operator in X with domain D(S), then the domain of its part in Xk

(see (2.12)) is denoted by Dk(S).
We need two types of spaces combining these two types of regularity. We

define
Xlk = {f ∈ Xk; ∂β

r f ∈ Xk, |β| ≤ l} (11.14)

and
Xlk,S = {f ∈ Xk; ∂β

r f ∈ Dk(S), |β| ≤ l}, (11.15)

where, for the multi-index β = (β1, β2, β3) with |β| = β1 +β2 +β3, we denoted
∂β
r = ∂β1

r1
∂β2

r2
∂β3

r3
. This space can be normed by the natural graph norm.

In particular, the spaces Xlk,S and Xlk can be treated as Sobolev spaces of
order l of functions taking values in Banach space Dk(S) or Xv,k, respectively.

11.4.2 The Inelastic Collision Operator

Let us return to the collision operator defined by (11.8). In this subsection r
plays the role of a parameter and hence we suppress it in the notation.

To avoid confusion we write down explicitly the definitions of the operators
which appear in our considerations. For a continuous function f we split the
inelastic collision operator Ci as

Cif = −N if + Bif,

defining

N if = N i
+f + N i

−f, Bif = Bi
+f + Bi

−f, (11.16)

where

(N i
+f)(v) = νi

+(v)f(v) =

⎛
⎝bv+

v

∫

S2

g(v+,ω · ω′)dω′

⎞
⎠ f(v)

(N i
−f)(v) = νi

−(v)f(v) =

⎛
⎝H(v2 − 1)

∫

S2

g(v,ω · ω′)dω′

⎞
⎠ f(v)
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(Bi
−f)(v) =

v+

v

∫

S2

g(v+,ω · ω′)f(v+ω′)dω′

(Bi
+f)(v) = bH(v2 − 1)

∫

S2

g(v,ω · ω′)f(v−ω′)dω′. (11.17)

Accordingly, we define
νi(v) = νi

+(v) + νi
−(v) (11.18)

and
Ci

−f = −N i
−f + Bi

−f, Ci
+f = −N i

+f + Bi
+f. (11.19)

Thus, the terms with subscript ‘+’ describe the up-scattering, that is, scatter-
ing in which the particles gain energy, whereas ‘−’ refers to the down-scattering
in which the test particles lose energy.

We have to consider two distinct cases with regard to the behaviour of the
collision frequencies as v →∞. Thus we introduce the following definition.

Definition 11.3.

(i) By Model A we understand a model in which the function ḡ, defined in
(11.10), is bounded on R3 (e.g., Maxwell molecules or soft potentials).

(ii) By Model B we shall understand a model where ḡ is unbounded as v →∞
(e.g., hard spheres).

Lemma 11.4. In Model A the down-scattering operator Ci
− is bounded in X

(more precisely, extends to a bounded operator in X ).

Proof. It is enough to prove the statement in Xv. Clearly, the multiplication
operator N i

− is bounded. Next, we have for a nonnegative f ,

∫

R3

[Bi
−f ](v′)dv′ =

∞∫

0

v+v

⎛
⎝
∫

S2

∫

S2

g(v+,ω · ω′)|f(v+ω′)|dω′dω

⎞
⎠ dv

=

∞∫

1

⎛
⎝
∫

S2

∫

S2

g(z,ω · ω′)|f(zω′)|dω′dω

⎞
⎠ z2dz

≤ 4πgmax sup
v>0

ḡ(v2)‖f‖Xv
, (11.20)

and this can be extended to the whole Xv by positivity of Bi
−. ⊓⊔

Due to the singularity of the multiplication operator N i
+ at v = 0, we see

that the inelastic collision operator is not bounded in either model. In Model
A, the only singularity of the multiplication operator N i

+ is of the order of
v−1 as v→ 0 so that it is well defined on X−1; see (11.13). On the other hand,
in Model B, we have to take into account both the former and the singularity
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caused by the behaviour of g as v → ∞. Note that in Model B any function
integrable with weight νi is integrable. Accordingly, we have the following
result.

Proposition 11.5. (i) For Model A, the operator Bi is well defined on X−1

and for f ∈ X−1,
‖Bif‖X ≤ ‖νif‖X . (11.21)

(ii) For Model B, the operator Bi is well defined on Xνi and for f ∈ Xνi ,

‖Bif‖X ≤ ‖νif‖X . (11.22)

(iii) In both cases ∫

R6

(−N if + Bif)dvdr = 0 (11.23)

for f ∈ X−1 and f ∈ Xνi , respectively.

Proof. As the proofs of (i) and (ii) are identical, we focus on (ii) as it is more
general. As before, it is sufficient to prove the statements for f ≥ 0 and in the
space Xv. Using the positivity to change the order of integration, ω·ω′ = ω′ ·ω
and changing variables we obtain for Bi

+,

∫

R3

[Bi
+f ](v′)dv′ = b

∞∫

1

∫

S2

⎛
⎝
∫

S2

g(v,ω · ω′)f(v−ω′)dω′

⎞
⎠ v2dωdv

= b

∞∫

0

z+
z

⎛
⎝
∫

S2

∫

S2

g(z+,ω · ω′)f(zω′)dω′dω

⎞
⎠ z2dz

= ‖N i
+f‖Xv

(11.24)

and, as in (11.20),

∫

R3

[Bi
−f ](v′)dv′ =

∞∫

0

v+v

⎛
⎝
∫

S2

∫

S2

g(v+,ω · ω′)f(v+ω′)dω′dω

⎞
⎠ dv

=

∞∫

1

⎛
⎝
∫

S2

∫

S2

g(z,ω · ω′)f(zω′)dω′dω

⎞
⎠ z2dz

= ‖N i
−f‖Xv

. (11.25)

The norm in L1 is additive on positive elements, therefore we obtain (11.23)
and from the positivity of operators, estimates (11.21) and (11.22) follow
immediately. ⊓⊔
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11.4.3 The Elastic Collision Operator and Its Hydrodynamic Space

A crucial role in asymptotic theory is played by the so-called hydrodynamic
space, already mentioned in Section 11.2, which is the null-space of the domi-
nant collision operator (or operators) appearing in the model. The reason for
its importance is that the evolution in the null-space of a particular collision
operator is free from the collisions represented by this operator. In the kinetic
operator (11.61) we have an interplay of two types of collisions and, in princi-
ple, we can have two hydrodynamic spaces corresponding either to elastic, or
to inelastic, collisions. As we see later, if the elastic collisions are dominant,
which in the model is represented by Ce being divided by the highest power of
ǫ, then the limit evolution as ǫ→ 0 is indeed elastic collision free. Conversely,
if the highest power of ǫ appears at the inelastic collision operator Ci, then
in the limit evolution the particles can only experience elastic collisions.

A full discussion of all possible cases can be found in [35]. Our main inter-
est here are models with dominating elastic collisions and hence we have to
characterise the relevant hydrodynamic space. Let us recall that the operator
Ce, given by (11.7), is made dimensionless by measuring v in units of δ (which
becomes the unit in the new speed variable, labelled again by v). We have the
theorem:

Theorem 11.6. Let the assumptions of Section 11.3 be satisfied. Then the
operator Ce is a bounded operator in X with the following properties.

(i) For any f ∈ X and any nondecreasing function κ we have

∫

R6

κ(f)Cefdvdr ≤ 0. (11.26)

In particular, Ce is dissipative.
(ii) The null-space of Ce is given by

N(Ce) = {f ∈ X ; f is independent of ω}. (11.27)

(iii) The range of Ce is given by

W := R(Ce) =

⎧
⎨
⎩f ∈ X ;

∫

S2

fdω = 0

⎫
⎬
⎭ . (11.28)

The spectral projection onto N(Ce) (parallel to W ) is given by

Pf =
1

4π

∫

S2

fdω. (11.29)
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(iv) For f ∈W we have

∫

R6

sign(f)Cef(vω)dvdr ≤ −4πσmin‖f‖X (11.30)

and hence the spectral bound of Ce satisfies s(Ce) ≤ −4πσmin.

Analogous properties hold in any weighted space L2(R
6, w(v)dv) where w is a

measurable strictly positive (a.e.) function.

Proof. Again, because the variable r plays the role of a parameter, we drop
it from the notation and carry out the calculations in the space X = Xv.

Because σ is symmetric in ω and ω′, for any g ∈ L∞(R3) we have

∫

S2

(gCef)(vω)dω = −
∫

S2

∫

S2

σ(v,ω · ω′) (g(vω)(f(vω)− f(vω′))) dωdω′

= −
∫

S2

∫

S2

σ(v,ω · ω′) (g(vω′)(f(vω′)− f(vω))) dωdω′,

hence

2

∫

S2

(gCef)(vω)dω=−
∫

S2

∫

S2

σ(v,ω·ω′)(g(vω)−g(vω′))(f(vω)−f(vω′))dωdω′.

Taking any bounded nondecreasing function κ : R→ R we obtain

2

∫

S2

(κ(f)Cef)(vω)dω (11.31)

= −
∫

S2

∫

S2

σ(v,ω · ω′)(κ(f(vω))− κ(f(vω′)))(f(vω)− f(vω′))dωdω′ ≤ 0 .

Integrating over the remaining variable we get the H-theorem. If, in particular,
we take κ(t) = sign(t), we obtain

∫

R3

sign(f)Cefdv ≤ 0

which gives the dissipativity of Ce. This proves (i).
Assume that κ is strictly increasing and let Cef = 0. Then the left hand

side of (11.31) is zero, but due to strict monotonicity of κ this is possible only
if

f(vω) = f(vω′), (11.32)
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for almost all v; that is, only functions independent of ω can belong to the
kernel of Ce. On the other hand, such functions clearly belong to N(Ce),
therefore the kernel of Ce is given by (11.27).

Next we turn our attention to the solvability of

λf(v) + f(v)

∫

S2

σ(v,ω · ω′)dω′ −
∫

S2

σ(v,ω · ω′)f(vω′)dω′ = g(v) (11.33)

for g ∈ L1(R
3). Denote

W =

⎧
⎨
⎩f ∈ L1(R

3);

∫

S2

fdω = 0

⎫
⎬
⎭ .

For f ∈W we get

∫

S2

sign(f(vω))Cef(vω)dω

= −1

2

∫

S2

∫

S2

σ(v,ω · ω′)(sign(f(vω))− sign(f(vω′)))(f(vω)− f(vω′))dωdω′

≤ −1

2
σmin

⎛
⎝
∫

S2

∫

S2

sign(f(vω))f(vω)dωdω′ +

∫

S2

∫

S2

sign(f(vω′))f(vω′)dωdω′

−
∫

S2

∫

S2

sign(f(vω))f(vω′)dωdω′ −
∫

S2

∫

S2

sign(f(vω′))f(vω)dωdω′

⎞
⎠

= −4πσmin‖f‖L1(S2), (11.34)

where, upon integration with respect to v, we obtain that Ce|W − λI is dissi-
pative for λ > −4πσmin. Because Ce|W is bounded, it generates a semigroup,
and hence Ce|W − λI must be m-dissipative, therefore if λ > −4πσmin, then
λ ∈ ρ(Ce|W ).

It is also clear that the spectral projection onto N(Ce) is given by (11.29)
which ends the proof of (iii)–(iv).

The statement for the L2 spaces follows in the same way as all operations
are first performed on the unit sphere and only later integrated with respect
to v to get the estimates valid on R3. ⊓⊔

11.5 Well-posedness of the Problem

In this section we prove the existence of the semigroup solving Eq. (11.3).
The analysis is similar to those of Sections 10.4 and 10.4.4; hence we leave
out many details.
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Because our main aim in this chapter is to carry out the asymptotic analy-
sis of the kinetic equation, we simplify the problem by assuming that Ω = R6

so that we do not have to worry about the boundary conditions and avoid
the boundary layer. However, most existence results can also be proved when
Ω �= R6 by using the results of Section 10.3.

Following (11.17) and (11.18), we define νe(r,v) =
∫
S2

σ(r, v,ω ·ω′)dω′ and

recall that

ν(r,v) = νi(r,v) + νe(r,v) = νi
+(r,v) + νi

−(r,v) + νe(r,v), (11.35)

so that the operators N i
±, N

i defined in (11.19) are the operators of multipli-
cation by νi

± and νi, respectively. Accordingly, we denote by N the operator
of multiplication by ν. Thus, by (11.10) we have

ν(r,v) = O(v−1) as v → 0+ (11.36)

uniformly for r ∈ R3. Note that such defined ν is locally integrable on R6 so
that indeed the theory of Section 10.3 is applicable.

Consider first the transport problem

∂tf = Af = A0f −Nf = −v∂rf − νf, (11.37)

where the free streaming operator A0 is defined by the differential expression
X0f = −v · ∂rf on the maximal domain

D(A0) = {f ∈ X ; v · ∂rf ∈ X}, (11.38)

and the differentiation above is understood in the sense of distributions (see
(10.24)) whereas the operator N is defined on its natural domain

D(N) = {f ∈ X ; νf ∈ X}.

By Theorem 10.4 we have immediately:

Theorem 11.7. Let ν satisfy (11.36). The family {GA(t)}t≥0 defined by

(GA(t)f)(r,v) = e−
∫

t
0

ν(r−sv,v)dsf(r− tv,v). (11.39)

is a positive strongly continuous semigroup of contractions on X . The gener-
ator of (GA(t))t≥0 is the operator A = A0 −N defined on D(A0) ∩D(N).

Denote
Bu = Biu + Beu, u ∈ D(N i), (11.40)

where Bi is defined by (11.16) and (11.17), and Be is the gain part of the
elastic collision operator Ce; see (11.7):

[Beu](r, vω) =

∫

S2

σ(r, v,ω · ω′)u(r, vω′)dω′.
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The semigroup generated by A0 is stochastic (see Remark 10.3) and (11.31)
shows that

∫
R6 C

efdvdr = 0, hence from Proposition 11.5 it follows that A+B
satisfies ∫

R6

(Au + Bu)drdv =

∫

R6

(−νu + Bu)drdv = 0, (11.41)

so that all assumptions of Corollary 5.17 are satisfied and we can state the
generation theorem for the full problem.

Theorem 11.8. Under the adopted assumptions, there exists a smallest sub-
stochastic strongly continuous semigroup (GK(t))t≥0 whose generator K is an
extension of A + B.

Remark 11.9. It is important to note that the down-scattering and up-scattering
operators as well as the elastic scattering operators satisfy each, and in any
combination with each other, the assumptions of Corollary 5.17. Thus, in par-
ticular, A0 − N i

+ on domain D(A0) ∩ D(N i
+) = D(A0) ∩ D(N) generates a

substochastic semigroup, say (Zi
+(t))t≥0, given by (11.39) with ν replaced by

νi
+ and consequently there exists the extension Ki

+ of A0 − N i
+ + Bi

+ that
generates positive semigroups of contractions as in Theorem 11.8.

Our aim now is to characterise the generator K.

11.5.1 Model A

Let us recall that in the Model A we require g to be bounded on R6 so
that the only singularity of ν comes from ν+ and is caused by the division
by v. Moreover, by Theorem 11.6 the operator Ce is bounded thus it does
not influence the generation results and hence in the considerations below we
assume that it is equal to zero; that is, C = Ci (and consequently B = Bi

and ν = νi).
To analyse this model we use an abstract result, the origin of which can be

traced back to [14], where it was used in a different context and with a rather
long proof involving the change of order of iterations in the Duhamel formula
(5.36). Below we provide a simple and more general proof of this result. Let
us recall the notation Lλ = (λI −A)−1.

Proposition 11.10. If there exist constants M1, M2 such that for any f ∈
D(A) we have

‖νLλf‖ ≤
M1

λ
‖νf‖, (11.42)

and
‖νBf‖ ≤M2‖νf‖, (11.43)

then K = A + B.
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Proof. By (11.41), we have for f ∈ X+

‖(BLλ)k+1f‖ = ‖BLλ(BLλ)kf‖ = ‖νLλ(BLλ)kf‖ ≤ M1

λ
‖νBLλ(BLλ)k−1f‖

≤ M1M2

λ
‖νLλ(BLλ)k−1f‖ =

M1M2

λ
‖(BLλ)kf‖,

so that by induction the series
∑∞

k=0(BLλ)kf is convergent if λ > M1M2.
The extension of convergence to arbitrary elements of X is done by linearity.
Thus K = A + B by Proposition 5.11 (or Proposition 4.7). ⊓⊔

Remark 11.11. If A0 = 0, that is, if we deal with a spatially homogeneous
case, then the above proposition simplifies to a Desch perturbation result.

If fact, from Proposition 11.5 we have

‖Bf‖ ≤ ‖νf‖

for f ∈ D(N). Hence, condition (11.43) shows that B is a continuous operator
in D(N) and therefore −N + B is a generator of a semigroup, by Corollary
4.10, without resorting to the additional condition (11.42).

Theorem 11.12. The operator Ki
+ = A0 − N i

+ + Bi
+ is the generator of a

semigroup of contractions.

Proof. By Remark 11.9, there is an extension Ki
+ ⊇ A0 − N i

+ + Bi
+ that

generates a semigroup of contractions (GKi
+
(t))t≥0 and we can use Proposition

11.10 for ν = νi
+ and B = Bi

+. Moreover, by (11.10) and (11.17) we have

4πbgmin

v+

v
ḡ(v2 + 1) ≤ νi

+(r,v) ≤ 4πbgmax

v+

v
ḡ(v2 + 1), (11.44)

and, as ḡ is bounded, we can take this bound to be 1. Thus, for f ∈ D(N i
+)

and Lλ = (λI −ANi
+
)−1, we arrive at the estimate

‖νi
+Lλf‖ ≤ 4πbgmax

∫

R3

⎛
⎝v+

v
ḡ(v2 + 1)

∞∫

0

e−λt

∫

R3

[Zi
+(t)|f |](r,v)drdt

⎞
⎠ dv

≤ 4πbgmax

∫

R6

v+

v
ḡ(v2 + 1)

∞∫

0

e−λt|f(z,v)|dtdzdv

=
4πbgmax

λ

∫

R6

v+

v
ḡ(v2 + 1)|f(z,v)|dzdv

≤ gmax

gminλ

∫

R6

νi
+(z,v)|f(z,v)|dzdv =

M1

λ
‖νi

+f‖, (11.45)
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where M1 = gmax/gmin and we used the fact that in the Model A the function
νi
+ is bounded as v →∞. Next, by (11.11),

‖νi
+B

i
+f‖ ≤ 16π2b2gmax

∫

R3

∫

S2

⎛
⎝

+∞∫

1

v+ḡ(v2 + 1)f(r, v−ω′)vdv

⎞
⎠ dω′dr

= 16π2b2gmax

∫

R3

∫

S2

⎛
⎝

∞∫

0

√
z2 + 2 ḡ(z2 + 2)

z
f(r, zω′)z2dz

⎞
⎠ dω′dr

≤ 16
√

2π2b2Lgmax

∫

R3

∫

S2

⎛
⎝

∞∫

0

√
z2 + 1 ḡ(z2 + 1)

z
f(r, zω′)z2dz

⎞
⎠dω′dr

≤ 4
√

2πbL
gmax

gmin

‖νi
+f‖, (11.46)

where we used
√
z2 + 2/

√
z2 + 1 ≤

√
2. Hence, Proposition 11.10 yields Ki

+ =
A0 −N i

+ + Bi
+ = A0 + Ci

+. ⊓⊔

Because in the Model A of collisions both down-scattering and elastic
scattering operators are bounded, we immediately obtain the main generation
theorem.

Theorem 11.13. Let us consider Model A of collisions. Then the generator K
of (GK(t))t≥0 coincides with A0−N+B defined on D(K) = D(A0)∩D(N) =
D(A0) ∩ X−1.

11.5.2 Model B

In this subsection we deal with the case where the inelastic collision frequency
is unbounded for large energies. We use the technique of extensions developed
in Section 6.3.

The counterpart of Lemma 9.11 reads as follows.

Lemma 11.14. If f ∈ F+, then f ∈ L1(R
3
r × {v ∈ R3, a−1 ≤ v2 ≤ a}) for

any 0 < a <∞.

Proof. We know that Lf ∈ X+; that is, because L is given by the same integral
expression as R(1, A),

∫

R6

∞∫

0

exp

⎛
⎝−t−

t∫

0

ν(r− sv,v)ds

⎞
⎠ f(r− tv,v)dtdrdv

=

∫

R6

f(z,v)

⎛
⎝

∞∫

0

exp

⎛
⎝−t−

t∫

0

ν(z + τv,v)dτ

⎞
⎠ dt

⎞
⎠ dzdv <∞.
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From (11.10) and (11.35) we infer that for any a, there is M such that 0 <
ν(r,v) ≤ M for all (r,v) such that r ∈ R3 and a−1 ≤ v ≤ a. For such (r,v)
we have

∞∫

0

exp

⎛
⎝−t−

t∫

0

ν(r + τv,v)dτ

⎞
⎠ dt ≥ 1

1 + M

and because f ≥ 0, it must be integrable over the stipulated region. ⊓⊔

We can now state and prove the main theorem about the generator for
Model B. The theorem and its proof are similar to Theorem 10.31; the absence
of the external field and of the boundary conditions, however, make Lemma
10.25 superfluous and allow us to prove a slightly stronger result.

Theorem 11.15. Define

Mk = sup
r∈R3,k≤v2≤k+1,−1≤z≤1

g(r, v, z),

mk = inf
r∈R3,k≤v2≤k+1,−1≤z≤1

g(r, v, z). (11.47)

Then K = A + B if either
∞∑

k=1

1

Mk
=∞, (11.48)

or, for all sufficiently large k,

mk−1

Mk
≥ b. (11.49)

Remark 11.16. For collision frequencies given by (11.12), we see that (11.48)
is valid if s ≤ 2, thus it covers most physically relevant cases, from hard
spheres to soft potentials. Condition (11.49) is similar to (10.107) (with b =
1/a) but slightly stronger, as we do not require strict inequality imposed in
(10.107) by the constant q < 1. Classes of collision frequencies satisfying
(11.49) are the same as introduced in Example 10.30. In particular, for the
inverse power potentials satisfying Eq. (11.12), condition (11.49) is satisfied
for any s provided gmin/gmax > b.

Proof. Let us take f ∈ F+ such that−f+BLf ∈ X and denote Vk = {v; 1/k ≤
v2 ≤ k}. Then

∫

R6

(−f(r,v) + (BLf)(r,v)) drdv = lim
k→∞

∫

R3

∫

Vk

(−f(r,v) + (BLf)(r,v)) dvdr.

By Lemma 11.14, f ∈ L1(R
3
r × Vk), so BLf has the same property, and the

integral under the limit sign can be split as
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∫

R3

∫

Vk

(−f(r,v) + (BLf)(r,v)) dvdr = −
∫

R3

∫

Vk

f(r,v)dvdr

+

∫

R3

∫

Vk

(BLf)(r,v)dvdr.

By the Fubini theorem we can consider
∫

Vk
(BLf)(r,v)dv for almost every r,

so for the time being we suppress the r variable. Changing variables we obtain
(for k > 1) for any integrable h

∫

Vk

(Bi
+h)(v)dv = b

∫

S2

∫

S2

√
k−1∫

0

g(z+,ω · ω′)h(zω)
z+
z
z2dzdω′dω

=

∫

Vk

(N i
+h)(v)dv +

∫

S2

1/
√

k∫

0

(N i
+h)(v)dv −

∫

S2

√
k∫

√
k−1

(N i
+h)(v)dv.

Because the integral in the first line exists, the integral
∫

S2

∫ 1/
√

k

0
(N i

+h)(v)dv
also exists (being over a smaller region).

In the same way

∫

Vk

(Bi
−g)(v)dv =

∫

Vk

(N i
−h)(v)dv −

∫

S2

√
1+1/k∫

1

(N i
−h)(v)dv+

∫

S2

√
k+1∫

√
k

(N i
−h)(v)dv

and ∫

Vk

(Beg)(v)dv =

∫

Vk

(Neg)(v)dv.

Returning to the dependence on r, let us define

Dk =

∫

R3

∫

S2

1/
√

k∫

0

(N i
+h)(r,v)dvdr, Ek = −

∫

R3

∫

S2

√
1+1/k∫

1

(N i
−h)(r,v)dvdr,

Ck =

∫

R3

∫

S2

√
k+1∫

√
k

(N i
−h)(r,v)dvdr−

∫

R3

∫

S2

√
k∫

√
k−1

(N i
+h)(r,v)dvdr

=

∫

R3

∫

S2

∫

S2

√
k+1∫

√
k

g(r, v,ω · ω′) (h(r, vω)− bh(r, v−ω)) v2dvdω′dωdr.

Thus, for h = Lf we have



11.5 Well-posedness of the Problem 391

∫

R3

∫

Vk

BLfdvdr =

∫

R3

∫

Vk

νLfdvdr + Dk + Ek + Ck.

Changing the order of integration in the first term, which is justified by the
positivity of the integrand, we find

∫

R3

∫

Vk

νLfdvdr =

∫

R3

∫

Vk

f(r,v)drdv −
∫

R3

∫

Vk

Lfdrdv.

Thus
∫

R6

Lfdrdv +

∫

R6

(−f + BLf) drdv = lim
k→∞

(Dk + Ek + Ck),

where we used the fact that Lf is integrable on R6. Next, because the term
Ek contains h = Lf ∈ X+ and g is bounded over the domain of integration,
it is clear that Ek converges to zero as k → ∞ by Fubini’s and monotone
convergence theorems. Similarly Dk → 0, thus Ck is also convergent and, to
be able to use Theorem 6.22, we have to prove that limk→∞ Ck ≥ 0.

Let us introduce the notation

hk = 4πb

∫

R3

∫

S2

√
k+1∫

√
k

h(r, v−ω)v2dvdωdr,

Hk = 4π

∫

R3

∫

S2

√
k+1∫

√
k

h(r, vω)v2dvdωdr,

and observe that

Hk−1 = 4π

∫

R3

∫

S2

√
k∫

√
k−1

h(r, vω)v2dvdωdr = 4π

∫

R3

∫

S2

√
k+1∫

√
k

h(r, z−ω)
z−
z
z2dzdωdr,

so that √
k − 1

k
hk ≤ bHk−1 ≤ hk, (11.50)

as the function z−/z is increasing.
At this point we split the proof. First we deal with the case of at most

quadratic growth of g. Using the introduced notation, we have

Ck ≥ mkHk −Mkhk. (11.51)

Let us assume the contrary; that is, let limk→∞ Ck < 0, then for some constant
c > 0 we have for all sufficiently large k ≥ k0,
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−c ≥ mkHk −Mkhk. (11.52)

We observe that because h is integrable, we have

∞∑
k=k0

Hk < +∞,

and so by (11.50),
∞∑

k=k0

hk < +∞. (11.53)

On the other hand, because mkHk ≥ 0, from (11.52) we obtain hk ≥ c/Mk.
However, from the assumption we have

∑∞
k=11/Mk = ∞, so that (hk)k∈N

cannot be summable.
Let us turn our attention to the next case, which is analogous to Theorem

10.31. We use (11.50) to write (11.51) as the recurrence

Ck ≥ µkhk+1 − bMkhk, (11.54)

where µk = mk

√
k/k + 1. If lim

k→∞
Ck < 0, then for some constant c > 0 we

have

hk+1 ≤ −
c

µk
+

bMk

µk
hk

for all sufficiently large k. By induction we find that

hk0+l ≤ −
c

µk0+l−1

l∑
r=1

bl−r
l−r∏

s=1

Mk0+l−s

µk0+l−s−1
+ hk0

bl
l−1∏

s=0

Mk0+s

µk0+s

= bl
l−1∏

s=0

Mk0+s

µk0+s

(
− c

bMk0

l−1∑
i=0

(
1

b

)i i∏

s=1

µk0+s−1

Mk0+s
+ hk0

)
,

where we used the convention
∏0

s=1 = 1. From this inequality we see that if

∞∑
i=0

(
1

b

)i i∏

s=1

µk0+s−1

Mk0+s
= +∞, (11.55)

then the right-hand side of the above inequality will eventually become nega-
tive, contradicting the nonnegativity of hk. From the assumption (11.49) for
sufficiently large k we have

(
1

b

)i i∏

s=1

µk0+s−1

Mk0+s
≥

i∏

s=1

√
k0 + s− 1

k0 + s
=

√
k0

k0 + i
,

and therefore (11.55) holds.
Thus the theorem is proved. ⊓⊔
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11.6 Asymptotic Analysis

11.6.1 Derivation of the Scaled Equations

As we mentioned in Section 11.1, the relative importance of various terms
of an equation can be revealed by identifying typical reference quantities of
the model and introducing new nondimensional variables related to them. For
equation (11.3) we can introduce a typical length L, a typical time τ , and
typical values n∗, g∗e , and g∗i for density and collision frequencies. With re-
gard to the molecular speed, as a typical value for it, we take the quantity δ
corresponding to the inelastic transition. That introduces, in a natural way,
the Strouhal number, [66], Sh = L/δτ , and the elastic and inelastic mean
collision-free times θe = 1/n∗g∗e and θi = 1/n∗g∗i . We assume that the elastic
collision frequencies are of the same order of magnitude, and that the param-
eter b, smaller than one, is O(1), but other situations might be investigated
analogously. Scaled space and time variables are again denoted by r and t,
and the same applies for the collision frequencies σ and g, as well as for the
densities nk.

In many cases it is easier to use the dimensionless kinetic energy ξ = v2/δ2

instead of adimensionalised speed, with the jump in the inelastic transition
equal to unity in the new scale. We use alternatively, v or ξ, depending on
which form is more convenient. As we do not mix these two notations within
a single logical unit, keeping the same names of all functions and coefficients
should not cause any misunderstanding.

In particular, the distribution function with split kinetic variables ξ and
ω, is again labelled by f , and is given by

f(ξ,ω) =
δ3

2
f(vω)

∣∣∣∣
v = (δ2ξ)1/2

. (11.56)

Easy manipulations single out the ‘Knudsen’ numbers, [66],

Kne =
θe

τ
Kni =

θi

τ
(11.57)

in front of the elastic and inelastic collision integrals, respectively. The kinetic
equation takes then the adimensionalized form

∂f

∂t
+

1

Sh
ξ1/2ω · ∂f

∂r
=

1

Kne
Cef +

1

Kni
Cif (11.58)

where the collision operators, written in terms of the energy ξ, are given by

(Cef)(ξ,ω) = −f(ξ,ω)

∫

S2

σ(ξ,ω ·ω′) dω′+
∫

S2

σ(ξ,ω ·ω′)f(ξ,ω′) dω′ (11.59)

and
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(Cif)(ξ,ω)

= −f(ξ,ω)

⎡
⎣H(ξ−1)

∫

S2

g(ξ,ω · ω′)dω′ + b

(
ξ + 1

ξ

)1/2∫

S2

g(ξ + 1,ω · ω′)dω′

⎤
⎦

+

(
ξ + 1

ξ

)1/2 ∫

S2

g(ξ + 1,ω · ω′)f(ξ + 1,ω′) dω′

+ bH(ξ − 1)

∫

S2

g(ξ,ω · ω′)f(ξ − 1,ω′) dω′, (11.60)

where we disregarded the dependence on r. The numbers Sh, Kne, and Kni

measure the relative importance of the streaming, elastic collisions, and inelas-
tic collisions in the balance equation for the test particle distribution function.
We further simplify our considerations by requiring that these three numbers
are power functions of ǫ. Thus, we consider (11.58) in the form

∂fǫ

∂t
=

1

ǫp
A0fǫ +

1

ǫq
Cefǫ +

1

ǫr
Cifǫ, (11.61)

where p, q, r are integers, and the streaming operator A0 written in terms of
energy is given by

A0 = −ξ1/2ω · ∂
∂r

. (11.62)

11.6.2 Limit Equations for Dominating Elastic Collisions

We are looking for the diffusive/hydrodynamic limits of (11.61) when elastic
collisions dominate. According to the considerations of Section 11.2, evolu-
tion should take place in the hydrodynamic space N(Ce). To find the possible
limit equations we use the compressed Chapman–Enskog procedure; that is,
we separate the hydrodynamic part of the solution to the Boltzmann equa-
tion using the spectral projection P onto N(Ce) and then, by expanding the
remaining part into a series of ǫ we find, and finally discard, terms of higher
order in ǫ, getting (at least formally) the limit hydrodynamic equation.

Let P be the projection defined by (11.29) and Q := I − P. By direct
integration of the inelastic collision operator Ci over S2 and by evaluating
Ci on isotropic functions we see that PCi = CiP only if g is isotropic, hence
in general PCiQ �= QCiP (see also [35] and comments preceding Lemma
11.28). We apply these projections to both sides of (11.61) and, introducing
the notation

vǫ = Pfǫ and wǫ = Qfǫ,

we obtain the following system

∂tvǫ =
1

ǫp
PA0Qwǫ +

1

ǫr
PCiPvǫ +

1

ǫr
PCiQwǫ, (11.63)

∂twǫ =
1

ǫp
QA0Pvǫ +

1

ǫp
QA0Qwǫ +

1

ǫr
QCiPvǫ +

1

ǫr
QCiQwǫ +

1

ǫq
QCeQwǫ,
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where we have already used the fact that because Pf is independent of ω

and A0 is linear in ω, PA0P = 0 (see [32]). Because we assumed that the
elastic collisions are dominant, we must assume that q > max{p, r}. Because
we are looking for time dependent limit equations for vǫ, the order of the
time-derivative cannot be lower than the order of the other term containing
vǫ. This yields r ≤ 0 and shows that p must be less than or equal to the index
k of the first nonzero term in the expansion of wǫ = w0 + ǫw1 + ǫ2w2 + · · ·.
Let us first consider the case when p = k. Inserting this expansion into the
second equation in (11.63) we obtain

ǫq (∂tw0 + ǫ∂tw1 + · · ·) = ǫq−pQA0Pvǫ + ǫq−pQA0Q(w0 + ǫw1 + · · ·)
+ǫq−rQCiPvǫ + ǫq−rQCiQ(w0 + ǫw1 + · · ·)
+QCeQ(w0 + ǫw1 + · · ·).

Because q > r and q > p, we obtain

QCeQw0 = 0

which yields w0 = 0, because QCeQ is invertible by Theorem 11.6. Clearly,
the first nonzero term in the expansion of w will be wk with k satisfying
k = min{q − p, q − r}. However, if q − p ≥ q − r, then r ≥ p, but r ≤ 0 yields
p ≤ 0 which contradicts the assumption that p = k. Thus k = q−p and q = 2p
and, for any k, we obtain wk = −(QCeQ)−1QA0Pvǫ. Inserting this wk into the
the first equation in (11.63), discarding higher-order terms and changing the
notation from vǫ into ρ to emphasise the fact that the forthcoming equation is
only an approximating (limit) equation for vǫ, we obtain this limit equation,
independent of ǫ, in the form

∂tρ = −PA0Q(QCeQ)−1QA0Pρ + PCiPρ, if r = 0, (11.64)

and
∂tρ = −PA0Q(QCeQ)−1QA0Pρ, if r < 0. (11.65)

If p < k, then the power of the factor multiplying PA0Q(QCeQ)−1QA0Pρ
is positive and therefore this term is negligible when ǫ tends to zero. Then the
possible limit equations are

∂tρ = PCiPρ, if r = 0, (11.66)

and
∂tρ = 0, if r < 0 . (11.67)

As we mentioned before, our main interest is the solvability of equations
(11.64)–(11.66) (Eq. (11.67) being trivial). However, to justify the need for
some special spaces which we are working in, we derive and discuss all asymp-
totic terms relevant at the level of approximation of (11.64)–(11.66). Accord-
ing to the compressed Chapman–Enskog asymptotic procedure sketched be-
fore, the asymptotic solution is sought as a sum of bulk and initial layer terms
of the form
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fǫ(t, τ) = f̄ǫ(t) + f̃ǫ(τ) = ρ(t) + w̄0(t) + ǫw̄1(t) + · · ·
+ρ̃0(τ) + ǫρ̃1(τ) + · · ·+ w̃0(τ) + ǫw̃1(τ) + · · · , (11.68)

where τ = t/ǫn for some n ∈ N. The terms

ρ, ρ̃0, ρ̃1 . . . ∈ N(Ce)

are called the hydrodynamic part of the expansion, whereas

w̄0, w̄1, . . . , w̃0, w̃1, . . . ∈ N(Ce)⊥

are called the kinetic part of the expansion.
Moreover, the terms depending on t are referred to as the bulk part of

the asymptotic expansion and the terms depending on τ are known as the
initial layer ; they are to be determined independently of each other. Note that
in accordance with the compressed Chapman–Enskog procedure discussed in
Section 11.2, the hydrodynamic term ρ of the bulk part of the expansion is
not expanded.

The number of terms in each expansion and the value of n in the definition
of τ are determined after having written the formal equations for the error,
so that the error could be conjectured to be of the required order.

11.6.3 Full Asymptotic Expansion

First let us consider the Boltzmann equation

∂tfǫ =
1

ǫ
A0fǫ +

1

ǫ2
Cefǫ + Cifǫ, (11.69)

which, as shown in Subsection 11.6.2, should have the kinetic-diffusion equa-
tion (11.64) as its limit. Here we have to supplement (11.64) with bulk and
initial layer correctors which enable us to obtain the desired error estimates.

We start with the system (11.63) where, according to (11.69), we put
p = 1, q = 2, r = 0. Hence

∂tvǫ =
1

ǫ
PA0Qwǫ + PCiPvǫ + PCiQwǫ,

∂twǫ =
1

ǫ
QA0Pvǫ+

1

ǫ
QA0Qwǫ+QCiQwǫ+

1

ǫ2
QCeQwǫ+QCiPvǫ, (11.70)

with initial conditions

vǫ(0) = P
◦
f =

◦
v

wǫ(0) = Q
◦
f =

◦
w .

Inserting (11.68) into (11.70) and equating the terms at the same powers of
ǫ, we find that we have to take τ = t/ǫ2 and thus we obtain the following
system,
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∂tρ = −PA0Q(QCeQ)−1QA0Pρ + PCiPρ, (11.71)

QCeQw̄0 = 0,

QCeQw̄1 + QA0Pρ = 0,

QCeQw̄2 + QA0Qw̄1 + QCiPρ = 0,

∂τ ρ̃0 = 0, (11.72)

∂τ w̃0 = QCeQw̃0, (11.73)

which, as we show, defines enough terms of the asymptotic expansion to ob-
tain, at least formally, the convergence of the error to zero as ǫ→ 0.

To show this, let us assume for the time being that all the above equa-
tions can be solved and that the solutions are sufficiently regular to make
the manipulations that follow available. It can be proved that at this level of
approximation the correct initial values for (11.71) and (11.73) are

ρ(0) =
◦
v, w̃0(0) =

◦
w .

Note that the equations for w̄1 and w̄2 do not require any ‘side’ conditions,
and the solution to (11.72) is determined by the stipulated decay to zero as
τ →∞. Thus we obtain w̄0 = ρ̃0 = 0 and

w̄1 = −(QCeQ)−1QA0Pρ,

w̄2 = −(QCeQ)−1(QA0Qw̄1 + QCiPρ)

= (QCeQ)−1(QA0Q(QCeQ)−1QA0P−QCiP)ρ,

w̃0 = eτQCeQ ◦
w . (11.74)

Hence, we take the pair fapp := (ρ, w̃0 + ǫw̄1 + ǫ2w̄2) as the approximation
of fǫ = (vǫ, wǫ); the error of this approximation is given by

yǫ = vǫ − ρ

zǫ = wǫ − w̃0 − ǫw̄1 − ǫ2w̄2. (11.75)

Returning to the original equation (11.69), we write the error as eǫ = yǫ+zǫ =

fǫ − fapp. If we assume that
◦
f∈ D(A0) ∩D(Ci) then, because we work with

Model A, Theorem 11.13 yields fǫ(t) ∈ D(A0) ∩ D(Ci) for t > 0. Hence, if
the components of fapp are sufficiently regular (which is proved in Lemmas
11.27–11.29), then the error eǫ is a classical solution of the problem

∂teǫ −
1

ǫ
A0eǫ − Cieǫ −

1

ǫ2
Ceeǫ (11.76)

= ǫ
(
A0Qw̄2 + QCiQw̄1 + ǫQCiQw̄2 − ∂tw̄1 − ǫ∂tw̄2 + PCiQ(w̄1 + ǫw̄2)

)

+
1

ǫ
A0Qw̃0 + QCiQw̃0 + PCiQw̃0

eǫ(0) = ǫ(QCeQ)−1QA0P
◦
v −ǫ2(QCeQ)−1(QA0Q(QCeQ)−1QA0P−QCiP)

◦
v .
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By Theorem 11.8, the semigroup solving this equation is contractive in X ;
thus using (3.74) we obtain the estimate

‖eǫ(t)‖
≤ ǫ‖(QCeQ)−1QA0P

◦
v −ǫ(QCeQ)−1(QA0Q(QCeQ)−1QA0P−QCiP)

◦
v‖

+ ǫ

t∫

0

‖A0Qw̄2(s) + QCiQw̄1(s) + ǫQCiQw̄2(s)− ∂sw̄1(s)− ǫ∂sw̄2(s)

+ PCiQ(w̄1(s) + ǫw̄2(s))‖ds

+
1

ǫ

t∫

0

‖A0Qw̃0(s/ǫ
2) + ǫQCiQw̃0(s/ǫ

2) + PCiQw̃0(s/ǫ
2)‖ds. (11.77)

From the above inequality we see that if all expressions in the first two terms
exist and are bounded in t on [0, t0], 0 < t0 < ∞, then the contribution of
this integral is of the order of ǫ on this interval. As far as the second integral
is concerned, the initial layer is assumed to be exponentially decaying with
τ → ∞, that is, to behave as e−ωt/ǫ2 for some ω > 0. If this property is
preserved after having operated on w̃0 with the operators A0Q and QCiQ,
then upon integration we obtain that the contribution of this term to the
total error is also of the order of ǫ; thus ‖eǫ‖X = O(ǫ) and the convergence
is proved. It is worthwhile to note here that as the terms ǫw̄1, and ǫ2w̄2 are
also of order O(ǫ), they can be discarded in the error estimates; see Theorem
11.30. These terms are, however, essential in the derivation of the asymptotic
formulae to close the resulting system of equations.

Hence, we see that in order for estimate (11.77) to hold, we must prove that
all terms exist and have the desired regularity. For instance, for QA0Qw̄2 to be
well defined we need the existence of A3

0ρ or, in other words, the solvability of
(11.64) in the moment space X3 together with threefold differentiability with
respect to r. We also need certain regularity of the moments with respect to
the operator Ci; that is, the existence of QCiQw̄2 requires that A2

0ρ be in
D(Ci), and so on.

11.6.4 The Abstract Diffusion Operator

Let us return to the the abstract ‘diffusion’ operator of (11.64), given by

D = −PA0Q(QCeQ)−1QA0P (11.78)

with the operator A0 defined by A0 = −vω · ∂r.

Proposition 11.17. We have

(Dρ)(r, v) = v2∂r(d(r, v)∂rρ(r, v)), (11.79)
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and there is a constant dmin > 0 such that d(r, v) ≥ dmin for almost all
r, v. Moreover, if r → σ(r, v,ω · ω′) is uniformly differentiable with respect
to (v,ω · ω′) and |∂rσ(r, v,ω · ω′)| is bounded, then ∂rd(r, v) is bounded on
R3 × [0,∞).

Proof. First, as in (11.63), we have PA0Pf = 0. Next

[PA0f ](r, v) = − 1

4π
v∂r ·

∫

S2

ωf(r, v,ω)dω

and PA0Q = PA0,QA0P = A0P. By Theorem 11.6, QCeQ is invertible on
W = {f ∈ X ; Pf = 0}. It is also homogeneous in v, and because ω ·∂rρ ∈W ,
we obtain

[Dρ](r, v) = − v2

4π
∂r ·

⎛
⎝
∫

S2

(ω(QCeQ)−1ω · ∂rρ(r, v))dω

⎞
⎠

=
v2

4π

3∑
i,j=1

∂ri

(
dij(r, v)∂rj

ρ(r, v)
)
, (11.80)

where dij =
∫

S2 ωiFjdω and Fj is a unique solution in W to the equation
Fj = −(QCeQ)−1ωj . Explicitly, we have

Fj(r,v)

∫

S2

σ(r, v,ω · ω′)dω′ −
∫

S2

σ(r, v,ω · ω′)Fj(r, vω
′)dω′ = ωj . (11.81)

Let us fix j ∈ {1, 2, 3}. It follows then that the right hand side of the above
equation, as well as its coefficients, is invariant with respect to the rotations
orthogonal to the versor ej . This can be ascertained by introducing spherical
coordinates with φ measuring the angle between ω and ej and θ related to the
rotations of the plane perpendicular to ej . Then, if θ, φ and θ′, φ′ correspond,
respectively, to ω and ω′, it is clear that ω · ω′ = cos(θ − θ′) sinφ sinφ′ +
cosφ cosφ′. Thus, writing

∫
S2 σ(r, v,ω · ω′)dω′ as the iterated integral and

integrating over θ′ ∈ [0, 2π], we find that this integral is independent of θ,
that is, it is invariant with respect to the rotations about ej . This indicates
that we should look for solutions depending only on j coordinate of ω. Thus,
inserting Fj(r, vω) = F̄j(r, v, ωj) into Eq. (11.81) and performing the above-
mentioned integration with respect to θ′ we arrive at an equation with the
same structure and we can therefore apply the considerations of Theorem 11.6
to obtain a solution. This is also a solution to the original equation (11.81)
and because this equation is uniquely solvable in W , F̄j is the sought solution
of Eq. (11.81). Hence,

dij(r, v) =

∫

S2

ωiF̄j(r, v, ωj)dω =

{
di if j = i
0 if j �= i.
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Using the fact that Eq. (11.81) does not change if we alter j, we reach the
conclusion that di(r, v) = d(r, v) for i = 1, 2, 3. To prove that d(r, v) ≥ dmin >
0 we use the fact that L2(S

2) ⊂ L1(S
2) and ωj ∈ L2(S

2). Thus any L2(S
2)-

solution to Eq. (11.81) is also the L1(S
2)-solution. To fill in the technical

details we observe first that, under the assumptions on σ, the operator Ce is a
bounded operator in L2(S

2) (for almost every r, v). Moreover, for f belonging
to

W2 =

⎧
⎨
⎩f ∈ L2(S

2);

∫

S2

fdω = 0

⎫
⎬
⎭

we obtain (dropping for a moment unessential dependence on r and v)

∫

S2

(fCef)(ω)dω = −1

2

∫

S2

∫

S2

σ(ω · ω′)(f(ω)− f(ω′))(f(ω)− f(ω′))dωdω′

≤ −1

2
σmin

⎛
⎝
∫

S2

∫

S2

f2(ω)dωdω′ +

∫

S2

∫

S2

f2(ω′)dωdω′

−
∫

S2

∫

S2

f(ω)f(ω′)dωdω′ −
∫

S2

∫

S2

f(ω′)f(ω)dωdω′

⎞
⎠

= −4πσmin‖f‖2L2(S2).

This shows that QCeQ is invertible in W2. Let f = −(QCeQ)−1ωi = F̄i; then

d =

∫

S2

ωiF̄i(ωi)dω = −
∫

S2

f(QCeQf)dω ≥ 4πσmin‖f‖2L2(S2).

The last statement follows from the lemma below.

Lemma 11.18. Let {H(s)}s∈Ω, where Ω ⊂ Rn, be a strongly continuous fam-
ily of invertible linear operators between Banach spaces X and Y which sat-
isfies infs∈Ω ‖H(s)f‖ ≥ M‖f‖ for some M > 0 and all f ∈ X. For a given
f ∈ Y , define

u(s) = [H(s)]−1f.

Then u(s) is continuous on Ω. Moreover, if {H(s)}s∈Ω is strongly differen-
tiable, then u is differentiable and if H ′(s) is bounded on Ω, then so is u′(s).

Proof. If H(s)u(s) = f , then according to the definition also H(s + h)u(s +
h) = f provided s, s + h ∈ Ω. Because

0 = H(s + h)u(s + h)−H(s)u(s) = H(s + h)(u(s + h)− u(s))

+(H(s + h)−H(s))u(s),

we have
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u(s + h)− u(s) = −(H(s + h))−1[H(s + h)−H(s)]u(s).

Because ‖(H(s+h))−1‖ ≤ 1/M for any h (and s) and H is strongly continuous,
we obtain continuity of u.

To prove differentiability, we write

(H(s + h))−1f − (H(s))−1f = (H(s + h))−1(f −H(s + h)(H(s))−1f)

= (H(s + h))−1(H(s)g −H(s + h)g),

where f = H(s)g. Because H is strongly differentiable, we have H(s + h)g −
H(s)g = H ′(s)g · h + o(h) and thus we can write

(H(s + h))−1f − (H(s))−1f = −(H(s))−1H ′(s)g · h
−
(
(H(s + h))−1 − (H(s))−1

)
H ′(s)g · h− (H(s + h))−1 · o(h).

Because (H(s))−1 is norm bounded, the last term divided by ‖h‖ tends to
zero as ‖h‖ → 0. Furthermore, h/‖h‖ belongs to the unit sphere in Rn, which
is compact, and hence the second term tends to zero by Corollary 2.12. Thus

((H(s))−1)′ = −(H(s))−1H ′(s)(H(s))−1. (11.82)

Finally, it is clear that if H ′(s) is bounded, then the derivative of the inverse
is also bounded. ⊓⊔

Returning to the proof of the theorem, we see that the assumptions on
σ ensure the differentiability of the operator QCeQ. Also, integrating (11.34)
with respect to v we obtain

4πσmin‖f‖X≤−
∫

R3

sign(f)Cef(vω)dv ≤ ‖Cef‖X‖sign(f)‖L∞(R3) = ‖Cef‖X ,

(11.83)
for f ∈ QX, uniformly in r, which gives the required positive lower bound for
Ce|W . Hence, the assumptions of the lemma are satisfied and d is a differen-
tiable function of r with bounded derivative. ⊓⊔

In the next step we address the problem of the solvability of the Cauchy
problem for the ‘diffusion’ equation in X ,

∂tu(r, v, t) = v2∂r(d(r, v)∂ru(r, v, t)),

u(r, v, 0) =
◦
u (r, v). (11.84)

By Proposition 11.17 we do not have any dependence on the angle ω and thus
it is convenient to consider all problems in the modified space

X = L1(R
3 × R+, dµr,v), (11.85)

where
dµr,v = v2drdv. (11.86)

We have the following theorem.
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Theorem 11.19. (a) The operators Dv = v2∂r(d(r, v)∂r·) (v fixed) defined
on the domains D(Dv) = L1,2(R

3) ⊂ Xr for v > 0 and D(D0) = Xr,
generate stochastic semigroups in Xr, denoted hereafter by (GDv

(t))t≥0.
(b) The operator D with the domain

D(D) = {f ∈ X ; f(·, v) ∈ D(Dv), (r, v)→ (Dvf)(r, v) ∈ X}

generates a stochastic semigroup (GD(t))t≥0 in X .

Proof. By the second part of Proposition 11.17, we can use Example 4.14 to
obtain part (a) of the theorem.

To prove part (b), we denote by D the pointwise extension of v2Dv to
L1(R

3 × R+, dµr,v). Then Proposition 3.28 implies that D generates a semi-
group of contractions in X . The positivity follows in a similar way.

To prove that this semigroup is conservative for positive initial data we first
consider the operators Dv with fixed v > 0. It is clear, that for φ ∈ C∞

0 (R3)
we have ∫

R3

Dvφdr = 0 (11.87)

and because C∞
0 (R3) is dense in L1,2(R

3), the above is valid for φ ∈ L1,2(R
3).

If we take 0 ≤ ◦
u∈ L1,2(R

3), then 0 ≤ f(t) := GDv
(t)

◦
u∈ L1,2(R

3) for t ≥ 0.
Therefore

d

dt
‖f(t)‖Xr

=

∫

R3

d

dt
GDv

(t)
◦
udr =

∫

R3

(Dvf)(t, r)dr = 0,

and thus
‖GDv

(t)
◦
u‖Xr

= ‖ ◦
u‖Xr

. (11.88)

Integration with respect to v yields the thesis for (GD(t))t≥0. ⊓⊔

11.6.5 Solvability of the Kinetic-Diffusion Equation

Next we turn our attention to the full diffusion-kinetic equation (11.64). We
start with a brief description of the kinetic term PCiP. For v ≥ 1 we denote

m(r, v) =
1

4π

∫

S2

∫

S2

g(r, v,ω · ω′)dω′dω.

Because ρ = Pf is independent of ω, we immediately obtain

[PCiPf ](r, v) = −
(
bv+

v
m(r, v+) + H(v2 − 1)m(r, v)

)
ρ(r, v)

+
(v+

v
m(r, v+)ρ(r, v+) + bH(v2 − 1)m(r, v)ρ(r, v−)

)
.
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To be able to continue with the asymptotic procedure, we have to prove
the solvability of the following Cauchy problem.

∂tρ(r, v) = v2∂r (d(r, v)∂rρ(r, v))

−
(
bv+

v
m(r, v+) + H(v2 − 1)m(r, v)

)
ρ(r, v)

+
(v+

v
m(r, v+)ρ(r, v+) + bH(v2 − 1)m(r, v)ρ(r, v−)

)
,

ρ(0) =
◦
ρ

in X .
Let us define the multiplication operator,

[Nρ](r, v) = η(r, v)ρ(r, v) =

(
bv+

v
m(r, v+) + H(v2 − 1)m(r, v)

)
ρ(r, v),

which is the operator N i averaged over S2. As in (11.17), we split it as

[Nρ](r, v) = [N+ρ](r, v) + [N−ρ](r, v)

=
bv+

v
m(r, v+)ρ(r, v) + H(v2 − 1)m(r, v)ρ(r, v).

We see that N is unbounded in Xv due to Eq. (11.10), and by the same
assumption,

c1ς(v) ≤ η(r, v) ≤ c2ς(v), (11.89)

where

ς(v) =
bv+ḡ(v2 + 1) + H(v2 − 1)vḡ(v2)

v
(11.90)

and
c1 = 4πgmin, c2 = 4πgmax. (11.91)

Thus ς(v) = O(v−1) in some neigbourhood of v = 0 and it possibly approaches
∞ as v →∞.

By B we denote the sum of the other two operators

[Bρ](r, v) = [B−ρ](r, v) + [B+ρ](r, v)

=
(v+

v
m(r, v+)ρ(r, v+) + bH(v2 − 1)m(r, v)ρ(r, v−)

)
,

hence B is the isotropic version of the collision operator Bi. Thus, as in Propo-
sition 11.5, we see that we can take D(B) = D(N ). We prove the following
theorem.

Theorem 11.20. There exists a substochastic semigroup, say (GK(t))t≥0,
generated by an extension K of the operator (T , D(T )) = (D−N +B, D(D)∩
D(N ))
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Proof. First, we define DN = D−N in X . Here v is a parameter, therefore we
consider the family of operators DN ,v = Dv−η(·, v)I, v �= 0, in Xr. Because Dv

generates a semigroup of contractions on Xr and η(·, v) is bounded, the oper-
ator (DN ,v, D(Dv)) generates a semigroup of contractions, say (GDN ,v

(t))t≥0,
which satisfies, by (11.87),

d

dt
‖[GDN ,v

(t)f ](·, v)‖Xr
= −‖η(·, v)[GDN ,v

(t)f ](·, v)‖Xr
(11.92)

for any 0 ≤ f(·, v) ∈ L1,2(R
3). By Example 2.1, the positive cone of C∞

0 (Rn)
(contained in the positive cone of L1,2(R

3)) is dense in the positive cone of
L1(R

3). Using this fact and (11.89) we obtain, by integration and Gronwall’s
lemma, that

e−c2ς(v)t‖f(·, v)‖Xr
≤ ‖[GDN ,v

(t)f ](·, v)‖Xr
≤ e−c1ς(v)t‖f(·, v)‖Xr

, (11.93)

is valid for all 0 ≤ f(·, v) ∈ L1(R
3). Using the positivity of the semigroup we

can extend the right inequality to the whole of L1(R
3):

‖[GDN ,v
(t)f ](·, v)‖Xr

≤ exp(−c1ς(v)t)‖f(·, v)‖Xr
. (11.94)

Because (GDN ,v
(t))t≥0 is positive for any v �= 0, by Proposition 3.28 the

operator D − N generates a positive semigroup of contractions on X . We
provide a more precise characterization of the domain of the generator.

First, using (11.94) and the semigroup representation of the resolvent, we
obtain, for λ > 0,

‖(R(λ,DN ,v)f)(·, v)‖Xr
≤

∞∫

0

e−(λ+c1ς(v))t‖f(·, v)‖Xr
dt =

1

λ + c1ς(v)
‖f(·, v)‖Xr

(11.95)
so that for any f ∈ X

‖η(·, v)[R(λ,DN ,v)f ](·, v)‖Xr
≤ c2ς(v)

λ + c1ς(v)
‖f(·, v)‖Xr

≤ c2
c1
‖f(·, v)‖Xr

.

(11.96)
Hence

‖NR(λ,DN )f‖X ≤
c2
c1
‖f‖X (11.97)

and so D(DN ) ⊂ D(N ).
Using the fact that for a fixed v the operator η(·, v)I is bounded, we obtain

the following relation for resolvents in Xr,

R(λ,DN ,v) = R(λ,Dv)[I − η(·, v)R(λ,DN ,v)].

Because the operator NR(λ,DN ) is bounded in X by Eq. (11.97), the above
equation shows that D(DN ) ⊂ D(D) and consequently D(DN ) ⊂ D(D) ∩
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D(N ). On the other hand, by (3.67) we see that D(DN ) ⊃ D(D) ∩D(N ) so
that

D(DN ) = D(D) ∩D(N ).

Next we note that for any 0 ≤ f ∈ X = L1(R
3 × R+, dµr,v), we have

+∞∫

0

Bf(r, v)v2dv

=

⎛
⎝

+∞∫

0

v+

v
m(r, v+)|f(r, v+)|v2dv + b

∞∫

1

m(r, v)|f(r, v−)|v2dv

⎞
⎠

=

⎛
⎝

+∞∫

0

H(z2 − 1)m(r, z)f(r, z)z2dz + b

+∞∫

0

y+

y
m(r, y+)f(r, y)y2dy

⎞
⎠

=

+∞∫

0

η(r, v)f(r, v)v2dv.

This, combined with (11.88), shows that all assumptions of the theory of
substochastic semigroups, Corollary 5.17, are satisfied and thus the theorem
is proved. ⊓⊔

The identification of the domain of K goes along the lines of Theorems
11.12, 11.13, and 11.15. Some technical details, however, are different. As
before, we consider Models A and B separately.

Model A

By Lemma 11.4, the down-scattering operator −N− + B− is bounded. We
have the theorem:

Theorem 11.21. The operator K+ = D − N+ + B+ is the generator of a
semigroup of contractions. Thus, the generator K of (GK(t))t≥0 coincides with
D−N + B defined on D(K) = D(D) ∩D(N ) = D(D) ∩ X−1.

Proof. The proof is the same as for Theorem 11.12 if one notices that to
prove the analogue of (11.45) requires only the contractivity of the semigroup
generated by D−N+ and for the analogue of (11.46) we use only N+ and B+

which have the same properties as N i
+ and Bi

+, respectively. ⊓⊔

Model B

The following variant of Lemma 11.14 is relevant here.
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Lemma 11.22. If f ∈ F+, then f ∈ L1(R
3
r × {v ∈ R+, a

−1 ≤ v2 ≤ a}, dµr,v)
for any 0 < a <∞.

Proof. Let us first take f ∈ X+. Disregarding for a moment the v variable, we
have, by (11.93),

∫

R3

Lfdr =

∫

R3

R(1,DN ,v)fdr =

∞∫

0

e−t

⎛
⎝
∫

R3

GDN ,v
(t)fdr

⎞
⎠ dt

≥
t∫

0

e−t(c2ς(v)+1)

⎛
⎝
∫

R3

fdr

⎞
⎠ dt =

1

c2ς(v) + 1

∫

R3

fdr.

Integrating with respect to the measure v2dv we obtain

∫

R3×R+

[Lf ](r, v)dµr,v ≥
∫

R3×R+

f(r, v)

c2ς(v) + 1
dµr,v. (11.98)

Now, any f ∈ F+ is a monotonic limit of nonnegative functions from X , so
passing to the limit in (11.98) we see that it is valid for any f ∈ F+ and, in
particular, by the monotonic convergence theorem, f/(c2ς + 1) is integrable.
Because 1/(c2ς + 1) can be zero only as v → 0,∞, we obtain the thesis. ⊓⊔

At this point, we can state the main theorem about the generator for
Model B. The formulation of the theorem and most of the proof coincides
with that of Theorem 11.15.

Theorem 11.23. Define

Mk = sup
r∈R3,k≤v2≤k+1

m(r, v),

mk = inf
r∈R3,k≤v2≤k+1

m(r, v). (11.99)

Then K = D−N + B if either

∞∑
k=1

1

Mk
=∞, (11.100)

or, for all sufficiently large k,

mk−1

Mk
≥ b. (11.101)

Proof. As usual, we denote by B the extension of B defined by (6.37). Let us
take f ∈ F+ such that −f + BLf ∈ X and denote Vk = {v; 1/k ≤ v2 ≤ k}.
Then
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∫

R3×R+

(−f(r, v) + (BLf)(r, v)) dµr,v= lim
k→∞

∫

R3

∫

Vk

(−f(r, v) + (BLf)(r, v)) dµr,v.

By Lemma 11.22, f ∈ L1(R
3
r × Vk), so BLf has the same property and the

integral under the limit sign can be split as

∫

R3

∫

Vk

(−f(r, v) + (BLf)(r, v)) dµr,v = −
∫

R3

∫

Vk

f(r, v)dµr,v

+

∫

R3

∫

Vk

(BLf)(r, v)dµr,v,

and, following the proof of Theorem 11.15, we denote

Dk =

∫

R3

1/
√

k∫

0

(N+g)(r, v)dµr,v, Ek = −
∫

R3

√
1+1/k∫

1

(N−g)(r, v)dµr,v,

Ck =

∫

R3

√
k+1∫

√
k

(N−g)(r, v)dµr,v −
∫

R3

√
k∫

√
k−1

(N+g)(r, v)dµr,v

=

∫

R3

√
k+1∫

√
k

m(r, v) (g(r, v)− bg(r, v−)) dµr,v.

Thus, for g = Lf we have

∫

R3

∫

Vk

BLfdµr,v =

∫

R3

∫

Vk

ηLfdµr,v + Dk + Ek + Ck.

To evaluate the integral on the right hand side, we disregard for a moment
the variable v and assume first that 0 ≤ f ∈ L1,2(R

3) so that, using (11.92),
we can write

∫

R3

ηR(1,DN ,v)fdr =

∞∫

0

e−t

∫

R3

ηGN ,v(t)fdrdt

= −
∫

R3

⎛
⎝

∞∫

0

e−t d

dt
GN ,v(t)fdt

⎞
⎠ dr =

∫

R3

fdr−
∫

R3

R(1,DN ,v)fdr.

Clearly, by density, we can extend the above equality to L1(R
3)+ (the left

hand side integral converges by (11.96)), and consequently we can write
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∫

Vk

∫

R3

ηR(1,DN ,v)fdµr,v =

∫

Vk

∫

R3

fdµr,v −
∫

Vk

∫

R3

R(1,DN ,v)fdµr,v. (11.102)

Now let f ∈ F+. Any such f is a monotonic limit of functions in X+, hence we
can pass to the limit in the equality above, where the right hand side converges
because Lf ∈ X and f is integrable over Vk × R3 (by Lemma 11.22).

Thus, (6.57) is given by

∫

R6

Lfdrdv +

∫

R6

(−f + BLf) drdv = lim
k→∞

(Dk + Ek + Ck),

and the rest of the proof is identical to the proof of Theorem 11.15. ⊓⊔

11.6.6 Well-posedness in the Moment Spaces Xk

In the previous subsection we settled the question of the well-posedness of
the limit kinetic-diffusion equation in X . However, as noted in the discussion
following (11.77), we need a similar result in the moment spaces Xk defined
by (11.13), for k ≤ 3. This problem becomes considerably more involved and
to make any progress we have to adopt some simplifying assumptions on the
model and hence from now on we only consider the isotropic scattering of
Maxwell molecules. With this provision, the elastic scattering operator (11.7)
is given by

(Cef)(r,v) = −4πσ(r, v)f(r,v) + σ(r, v)

∫

S2

f(r, vω′)dω′, (11.103)

and the Maxwell molecule assumption yields that σ is a measurable function
satisfying

0 < σmin ≤ σ(r, v) ≤ σmax < +∞
for all (r, v) ∈ R3 × [0,∞[. Note that in this case the operator QCeQ, which
is important in the asymptotic analysis, is given by

QCeQf = −4πσf, f ∈ QX .

Similarly, the inelastic scattering operator (11.8) becomes

(Cif)(r,v) = −4πf(r,v)
(
b
v+

v
g(r, v+) + H(v2 − 1)g(r, v)

)

+
v+

v
g(r, v+)

∫

S2

f(r, v+ω′)dω′

+ bg(r, v)H(v2 − 1)

∫

S2

f(r, v−ω′)dω′, (11.104)
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where again the Maxwell molecule hypothesis requires

0 < gmin ≤ g(r, v) ≤ gmax < +∞ for (r, v) ∈ R3 × [1,∞); (11.105)

that is, the function ḡ in (11.10) (or in (11.90)) can be taken to be 1. As we
show, it is more convenient to replace the speed v by the kinetic energy related
variable ξ = v2, as explained in Subsection 11.6.1. As from now on we only
work with the energy variable, it should not cause any misunderstanding if we
keep the same notation for all the functions appearing in the problem. With
this convention, the Cauchy problem for the limit hydrodynamic equation
(11.64) takes the form

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂tρ = ξ ∂r(d(r, ξ)∂rρ)−
(
H(ξ − 1)m(r, ξ) + b

√
ξ + 1

ξ
m(r, ξ + 1)

)
ρ

+

√
ξ + 1

ξ
m(r, ξ + 1)ρ(ξ + 1) + bH(ξ − 1)m(r, ξ)ρ(ξ − 1),

ρ(0) =
◦
ρ,

(11.106)
where, now, m(r, ξ) = 4πg(r, ξ). The space X , defined through (11.85) changes
to

X = L1(R
3
r × R+,ξ, dµr,ξ), (11.107)

where
dµr,ξ = dµξdr =

√
ξdξdr, (11.108)

and where, in the definition of the measure dµξ, we dropped the unessential
factor 1/2 coming from the change of variables v2dv =

√
ξdξ/2.

Remark 11.24. Before proceeding any further, we note that the theory of sub-
stochastic semigroups cannot be applied directly to problems in Xk as it es-
sentially depends on dissipativity of the involved operators, which was easy
to prove in X . In Xk, however, the inelastic collision operators fail to be dissi-
pative. To show this in the isotropic case, which is relevant here, we evaluate

∞∫

0

(ξk/2Ci
−f)(ξ)dµξ = −

∞∫

0

H(ξ − 1)g(ξ)ξk/2f(ξ)
√
ξdξ

+

∞∫

1

g(ξ)
(ξ − 1)k/2

ξk/2
ξk/2f(ξ)

√
ξdξ

=

∞∫

0

g(ξ)H(ξ − 1)

(
(ξ − 1)k/2

ξk/2
− 1

)
ξk/2f(ξ)

√
ξdξ.

and similarly,
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∞∫

0

(ξk/2Ci
+f)(ξ)dµξ = −b

∞∫

0

√
ξ + 1

ξ
g(ξ + 1)ξk/2f(ξ)

√
ξdξ

+b

∞∫

0

g(ξ + 1)
(ξ + 1)(k+1)/2

ξ(k+1)/2
ξk/2f(ξ)

√
ξdξ

= b

∞∫

0

g(ξ + 1)

√
ξ + 1

ξ

(
(ξ + 1)k/2

ξk/2
− 1

)
ξk/2f(ξ)

√
ξdξ.

To see the meaning of the above formulae more clearly, let us take, for instance,
k = 2, g = 1 in which case

∫

R3

ξk/2(Cif)(ξ)dµξ = b

∞∫

0

√
ξ + 1f(ξ)dξ −

∞∫

1

√
ξf(ξ)dξ.

If f has the support in the unit ball, then the right hand side is positive.
On the other hand, if the function f ≥ 0 has the support outside the ball of
radius r > b2/(1− b2) (recall that b < 1), then the right-hand side is negative.
Therefore Ci is not dissipative in Xk.

Let us recall the convention that for any operator S in X with domain
D(S), we denote by Dk(S) the domain of its part in Xk. As this not cause
any misunderstanding, we use the same notation for the operator and its part
in Xk.

Theorem 11.25. For any k ≥ 0, the operator T = D − N + B with do-
main Dk(T ) = Dk(D)∩Dk(N ) generates a positive semigroup in Xk, denoted
hereafter by (GT (t))t≥0.

Proof. First we observe that we can repeat the first part of Theorem 11.20
in Xk proving that DN defined on Dk(DN ) = Dk(D) ∩ Dk(N ) generates a
semigroup of contractions. Furthermore, this statement remains valid for the
operator of multiplication by any function of variables (r, ξ) satisfying the
estimate of the form (11.89).

We have the following decomposition

D + PCiP = D−N + B+ + B−.

Due to the translational character of the operator Ci, it is convenient to use
the reduced energy ζ ∈ [0, 1[, as in the dishonesty part of Subsection 10.4.4,
so that ξ = ζ + n if ξ ∈ [n, n + 1) and to redefine all functions as functional
sequences in the following way: for n = 0, 1, 2 . . . and fixed ζ ∈ [0, 1),

ρn(r, ζ) = ρ(r, ζ + n),

dn(r, ζ) = d(r, ζ + n),
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mn(r, ζ) = m(r, ζ + n),

ζn =
√
ζ + n

pn(r, ζ) =
ζn+1

ζn
mn+1(r, ζ);

similarly we define Dn = ζ2
n∂r(dn(r, ζ)∂r·) and Dζ,n denotes this operator

acting in Xr (with fixed ζ).
By (11.91) we obtain

c1 ≤ mn(r, ζ) ≤ c2,

c1 ≤ c1

√
1 +

1

ζ + n
≤ pn(r, ζ) ≤ c2

√
1 +

1

ζ + n
≤ c2

√
2, (11.109)

for all r ∈ R3, ζ ∈ [0, 1), and n ≥ 0 (n ≥ 1 in the last inequality).
As is clear from the proof, the dependence of the coefficients on r is not

essential and therefore we drop r from the notation.
Using the above notation we can introduce an equivalent norm in Xk,

‖f‖k =

1∫

0

ζ0‖f0(·, ζ)‖Xr
dζ +

∞∑
j=1

jk/2

1∫

0

ζj‖fj(·, ζ)‖Xr
dζ, (11.110)

where f = (fj)j∈N0 with fj(ζ) = f(ζ+j), j ∈ N0. Then the domain Dk(PCiP)
can be identified by the condition

1∫

0

‖f0(·, ζ)‖Xr
dζ +

∞∑
j=1

jk/2

1∫

0

ζj‖fj(·, ζ)‖Xr
dζ <∞.

It simplifies the notation if we introduce, for any ζ ∈ [0, 1) and f = (fj)j∈N0 ,
the functional

‖f‖Xr,k = ζ0‖f0‖Xr
+

∞∑
j=1

jk/2ζj‖fj‖Xr
,

so that the norm in Xk can be expressed as

‖f‖k =

1∫

0

‖f‖Xr,kdζ.

With this notation the equation (11.106) can be written in the recursive form

∂tρ0 = D0ρ0 − bp0ρ0 + p0ρ1,

...

∂tρn = Dnρn − (bpn + mn)ρn + pnρn+1 + bmnρn−1

... , (11.111)
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where n = 1, 2, . . ..
The crucial step in the proof is to show that the resolvent R(λ,D −N +

B+) exists and is a positive operator in Xk for any λ > 0, k ≥ 0. We find
R(λ,D − N + B+) almost constructively using (11.111). To do this we have
to solve

g0 = (λ + bp0 − D0)ρ0

...

gn = (λ + mn + bpn − Dn)ρn − bmnρn−1

... , (11.112)

for n = 1, 2, . . . and g = (gn)n∈N0 ∈ X .
Let us denote Rζ,0(λ) = (λ+ bp0−Dζ,0)

−1 and Rζ,n(λ) = (λ+mn + bpn−
Dζ,n)−1 for n ≥ 1 in Xr, where these resolvents exist by the considerations
at the beginning of the proof. Moreover, they commute with any function of
ζ ∈ [0, 1).

We claim that for any fixed ζ ∈ [0, 1), n = 0, 1, . . . , and λ > 0

ρn =
1

ζn
Rζ,n(λ)

(
n∑

i=0

ζi

(
n−i−1∏

l=0

bpn−l−1Rζ,n−l−1(λ)

)
gi

)
(11.113)

with the convention that the product denotes the composition of operators
taken from right to left with increasing indices, and, if n− i−1 < 0, then it is
equal to the identity operator I on Xr. In fact, for n = 0 the formula (11.113)
gives

ρ0 =
1

ζ0
Rζ,0(λ)

(
0∑

i=0

ζi

(−i−1∏

l=0

bpn−l−1Rζ,n−l−1(λ)

)
gi

)
= Rζ,0(λ)g0

which agrees with the direct solution to the first equation of (11.112). The
basic recurrence formula which enables us to prove (11.113) is

ζn

ζn+1
pn = mn+1, n = 0, 1 . . . . (11.114)

Assuming that (11.113) is correct for n− 1, we find from (11.112) that

ρn = Rζ,n(λ)(gn + bmnρn−1)

=
1

ζn
Rζ,n(λ)

(
ζngn+bpn−1Rζ,n−1(λ)

(
n−1∑
i=0

ζi

(
n−i−2∏

l=0

bpn−l−2Rζ,n−l−2(λ)

)
gi

))

=
1

ζn
Rζ,n(λ)

(
ζngn +

n−1∑
i=0

ζi

(
n−i−1∏

l=0

bpn−l−1Rζ,n−l−1(λ)

)
gi

)

=
1

ζn
Rζ,n(λ)

(
n∑

i=0

ζi

(
n−i−1∏

l=0

bpn−l−1Rζ,n−l−1(λ)

)
gi

)
. (11.115)
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As in (11.95) and (11.96), we obtain by (11.109) that for almost any ζ ∈ [0, 1),

|||bp0Rζ,0(λ)||| ≤ bp0(ζ)

bp0(ζ) + λ
≤ 1

...

|||bpiRζ,i(λ)||| ≤
bc2

ζi+1

ζi

bc1
ζi+1

ζi
+ c1 + λ

≤
√

2bc2√
2bc1 + c1 + λ

, i ≥ 1,

... , (11.116)

where ||| · ||| denotes the operator norm in Xr and in the last inequality we
used monotonicity of the function z → az/(bz + c) for positive z.

For λ >
√

2b(c2 − c1) − c1 we have βλ :=
√

2bc2/(
√

2bc1 + c1 + λ) < 1.
Thus

|||
n−i−1∏

l=0

bpn−l−1Rζ,n−l−1(λ)||| ≤ βn−i
λ (11.117)

for i = 0, . . . , n− 1, and for i = n, |||∏−1
l=0 bpn−l−1Rζ,n−l−1(λ)||| = |||I||| = 1,

by definition. Hence, applying the Xr norm to (11.115) we obtain

ζn||ρn||Xr
≤
∥∥∥∥∥Rζ,n(λ)

(
n−1∑
i=0

ζi

n−i−1∏

l=0

bpn−l−1Rζ,n−l−1(λ)gi + ζngn

)∥∥∥∥∥

≤ 1

λ

(
n−1∑
i=0

ζi‖gi‖Xr
βn−i

λ + ζn‖gn‖Xr

)
. (11.118)

By (11.110) we have to prove that the series

ζ0‖ρ0‖Xr
+

∞∑
n=1

nk/2ζn‖ρn‖Xr
(11.119)

is integrable over [0, 1]. To do this, it is enough to prove the statement for
any remainder of the series. Let us fix n0 > 1 (which is determined later) and
consider

∞∑
n=n0

nk/2ζn‖ρn‖Xr
≤ 1

λ

∞∑
n=n0

(
n−1∑
i=0

nk/2ζi‖gi‖Xr
βn−i

λ + nk/2ζn‖gn‖Xr

)

=
1

λ

(
∞∑

i=0

ζi‖gi‖Xr
β−i

λ

(
∞∑

n=ηi

nk/2βn
λ

)
+

∞∑
i=n0

ik/2ζi‖gi‖Xr

)
,

where ηi = max{n0, i+1} and the change of the order of summation is justified
by the positivity of the terms.

Consider now the function r → rk/2βr
λ. This function is monotonically

decreasing for r > r0 = −k(2 lnβλ)−1. Taking n0 ≥ max{2, r0, 1− (lnβλ)−1}
we have the estimate
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∞∑
n=ηi

nk/2βn
λ ≤

∞∫

ηi−1

rk/2βr
λdr.

In order to shorten notation, let γ = β−1
λ . Then

∞∫

ηi−1

rk/2βr
λdr =

∞∫

ηi−1

rk/2γ−rdr = (ln γ)−(1+k/2)

∞∫

(ηi−1) ln γ

zk/2e−zdz

and the last integral is the well-known incomplete Γ function. From [3, For-
mula 6.5.32] we infer that for some Mk which is independent of the lower limit
of integration z ≥ 1 (but dependent on k) we have

∞∫

z

zk/2e−zdz ≤Mkz
k/2e−z. (11.120)

From the definition of n0, for any γ and i ≥ 0 the lower limit of integration
satisfies (ηi − 1)ln γ ≥ 1. Thus we can use the estimate (11.120) to obtain

∞∑
n=ηi

nk/2βn
λ ≤ (ln γ)−(1+k/2)

∞∫

(ηi−1) ln γ

zk/2e−zdz ≤Mk(ln γ)−1(ηi − 1)k/2βηi−1
λ

≤ Mk(ln γ)−1(ηi − 1)k/2βi
λ, (11.121)

where we used the estimate

ηi − 1

i
= max

{
n0 − 1

i
, 1

}
≥ 1

for i ≥ 0 and βλ < 1, so that β
(ηi−1)/i
λ < βλ < 1. Moreover, because η0 − 1 =

n0 − 1 > 0, we also have βη0−1
λ ≤ β0

λ = 1. Similarly, we have

ηi − 1

i
= max

{
n0 − 1

i
, 1

}
≤ n0

for i ≥ 1 so that

∞∑
n=n0

nk/2ζn‖ρn‖Xr
≤ Mk

λ ln γ

(
ζ0‖g0‖Xr

(η0−1)k/2+
∞∑

i=1

(ηi−1)k/2ζi‖gi‖Xr

+
∞∑

i=n0

ik/2ζi‖gi‖Xr

)

≤Mkn
k/2
0

λ ln γ

(
ζ0‖g0‖Xr

+
∞∑

i=1

ζii
k/2‖gi‖Xr

+
∞∑

i=1

ik/2ζi‖gi‖Xr

)
≤ 2Mkn

k/2
0

λ ln γ
‖g‖Xr,k,
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where g = (gi)i∈N. For the initial part of the series (11.119) we have

n0−1∑
n=1

nk/2ζn‖ρn‖Xr
≤ 1

λ

n0−1∑
n=1

(
n−1∑
i=0

nk/2ζi‖gi‖Xr
βn−i

λ + nk/2ζn‖gn‖Xr

)

≤ 1

λ
‖g‖Xr,k

(
n0−1∑
n=1

nk/2(n + 1)

)
≤ M ′

kn
2+k/2
0

λ
‖g‖Xr,k,

where M ′
k is independent of βλ and n0 and where we used the fact that

n − i > 0 for 0 ≤ i ≤ n − 1, so that βn−i
λ < 1 in the above series. The final

inequality was obtained by integration. Moreover

ρ0 = Rζ,0(λ)g0 = (λ + bp0 − D0)
−1g0 = ζ0(ζ0λ + bζ1m1 − ζ0D0)

−1g0,

which shows that
ρ0 ∈ Dk(B+) = Dk(N ), (11.122)

and, on the other hand, gives the estimate

‖ζ0ρ0‖Xr
≤ 1

λ
ζ0‖g0‖Xr

.

Combining all the estimates we see that for sufficiently large λ there exists a
constant

Mk,λ = 2Mk(ln γ)−1(n0 + 1)k/2 + M ′
kn

2+k/2
0 + 1

(depending on k and, through γ, on λ) such that

‖ρ‖k ≤
Mk,λ

λ
‖g‖k. (11.123)

Next we prove that, as constructed, R(λ,DN+B+) : Xk → Dk(DN ) = Dk(D)∩
Dk(N ). To do this, by Eq. (11.122), it is enough to show that

(λ− D +N )ρ = (λ− D +N )R(λ,D−N + B+)g ∈ Xk

or equivalently that the sequence ((λ− Dn +Nn)ρn)n≥0 has finite norm
(11.110). Here N0 = bp0I and Nn = (mn + bpn)I for n ≥ 1. However, from
(11.113) we have for any n ≥ 0

(λ− Dn +Nn)ζnρn =
n∑

i=0

ζi

(
n−i−1∏

l=0

bpn−l−1Rζ,n−l−1(λ)

)
gi.

Hence we can repeat all the estimates leading to (11.123) with the single
difference that the factor 1/λ is missing. This factor does not, however, affect
the convergence of the series; thus ρ ∈ Dk(D) ∩ Dk(N ). Because Dk(B+) =
Dk(N ), we see that Dk(D−N +B+) = Dk(D)∩Dk(N ) = Dk(D)∩Dk(PCiP).
This shows that the resolvent exists for all sufficiently large λ and by (11.113),
it is a positive operator.
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To complete the proof, we recall that the operator DN = D−N generates
a positive semigroup. By calculations similar to those of Remark 11.24 and
Proposition 11.5 we have

∞∫

0

(ξk/2B+f)(ξ)
√
ξdξ = b

∞∫

1

m(ξ)
ξk/2

(ξ − 1)k/2
(ξ − 1)k/2f(ξ − 1)

√
ξdξ

= b

∞∫

0

m(z + 1)

√
z + 1

z
f(z)(1 + z)k/2

√
zdz.

Because (1 + r)α/(1 + rα) ≤ Cα, where Cα = 2α−1 for α ≥ 1 and Cα = 1 for
0 ≤ α < 1, we see that B+ is a positive operator bounded from Dk(DN ) to
Xk. We have just proved that the resolvent of DN +B+ exists and is positive,
hence we can use Desch’s theorem, Theorem 5.13, to claim that DN + B+

generates a positive semigroup. For B− we have the estimate

∞∫

0

ξk/2|(B−f)(r, ξ)|
√
ξdξ ≤

∞∫

1

m(z)
(z − 1)k/2

zk/2
|f(z)|zk/2

√
zdz

≤ gmax

∞∫

0

|f(z)|zk/2
√
zdz,

thus, also using Proposition 11.5, we see that it is bounded in Xk and the
application of the Bounded Perturbation Theorem ends the proof. ⊓⊔
Remark 11.26. To prove Theorem 11.25, we split the operator D −N + B in
a rather arbitrary way. A question now arises as to whether another splitting
could produce a different semigroup. Because, however, the domain of the
generator of the semigroup is simply Dk(D) ∩Dk(N ), we see, by Proposition
3.8, that this is a unique semigroup whose generator, restricted to Dk(D) ∩
Dk(N ), coincides with D−N +B. In other words, this is a unique semigroup
whose generator, restricted to sufficiently regular functions, is given by the
expression in (11.106).

11.6.7 Error Estimates

Now we are ready to provide the error estimates. To simplify calculations we
assume further that both σ and g are independent of r. Let us recall that in
(11.13), (11.14), and (11.15) we have defined

Xk = {f ∈ X ; (1 + vk)f ∈ X}
Xlk = {f ∈ Xk; ∂β

r f ∈ Xk, |β| ≤ l}
Xlk,T = {f ∈ Xk; ∂β

r f ∈ Dk(T ), |β| ≤ l}, (11.124)

where T = D−N +B. Note that from the definition, Dk(T ) ⊂ Xk and hence,
in particular, Xlk,T ⊂ Xlk.
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Lemma 11.27. If g and σ are independent of r, then (GT (t))t≥0 is a strongly
continuous semigroup in any Xlk.

Proof. In this case the semigroup (GDN ,v
(t))t≥0 has explicit representation:

for any v > 0

[GDN ,v
(t)f ](r, v) = e−η(v)t[G((v2d)t)f ](r, v),

where (G(t))t≥0 is the diffusion semigroup (3.61). By (3.62) we see that
(GDN ,v

(t))t≥0 is a strongly continuous semigroup in any W l
1(R

3) for any fixed
v. Because the distributional derivative on its maximal domain is closed, from
(3.31) we see that it also commutes with the resolvent of DN ,v. Thus, we can
apply Proposition 3.13 in the first part of the proof of Theorem 11.20 to see
that (GDN

(t))t≥0 generates a strongly continuous semigroup in any Xkl sat-
isfying, in particular, appropriate versions of (11.94) and (11.96). Hence, we
can repeat the first part of the proof of Theorem 11.25 with the understand-
ing that the resolvents Rζ,0(λ) and Rζ,n(λ) are restrictions to W l

1(R
3) of the

corresponding resolvents from Xr and the norms ||| · ||| in (11.116) are the
operator norms in W l

1(R
3) which, by the comment above, satisfy the same

estimates. Hence, the resolvent satisfies

∂β
r R(λ,DN + B+)u = R(λ,DN + B+)∂β

r u, u ∈ Xlk, |β| ≤ l, (11.125)

and it is a bounded operator in Xlk. Unfortunately, we cannot proceed as
in the conclusion of Theorem 11.25 as Xlk is not a Banach lattice and thus
Desch’s theorem is not available. However, using again Proposition 3.13 and
(11.125) we get

∂β
r GDN+B+(t)f = GDN+B+(t)∂β

r f

for f ∈ Xlk, |β| ≤ l. Because obviously B− is bounded in Xlk we can use the
Bounded Perturbation Theorem to obtain the thesis. ⊓⊔

We prove regularity properties of the bulk and initial layer parts in two
lemmas. Before doing this, however, we recall that the assumption that the
scattering cross-sections are isotropic, adopted in (11.104), yields PCif =
CiPf and consequently PCiQf = 0 for any f ∈ D(Ci). Thus, terms containing
PCiQ and QCiP in (11.74) and (11.77) vanish and the error terms simplify
to those considered below.

Lemma 11.28. Let
◦
v= P

◦
f∈ X33,T . Then for each interval [0, t0], 0 < t0 <

+∞, there exists a constant M such that

‖(QCeQ)−1QA0P
◦
v − ǫ(QCeQ)−1QA0Q(QCeQ)−1QA0P

◦
v ‖X (11.126)

+ max
t∈[0,t0]

∥∥A0Qw̄2(t) + QCiQw̄1(t) + ǫQCiQw̄2(t)−∂tw̄1(t)−ǫ∂tw̄2(t)
∥∥
X≤M
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Proof. Let us fix 0 < t0 < ∞. We start by noting that in the isotropic case
we have (QCeQ)−1f = −(4πσ)−1f . First we consider

A0Qw̄2(t) = A0(QCeQ)−1QA0Q(QCeQ)−1QA0Pρ.

It is enough to analyse t→ A3
0ρ(t). By Lemma 11.27, the assumptions are suf-

ficient for the differentiation with respect to r to commute with the semigroup
(GT (t))t≥0. Using Theorem 11.25 we have

‖A3
0ρ(t)‖X ≤M1

3∑
|β|=0

‖GT (t)∂β
r

◦
v ‖X3

≤M ′
1‖

◦
v ‖X33

,

for some constant M ′
1.

Next we consider QCiQw̄1(t). Simple calculations give

QCiQw̄1(t) = −(4πσ)−1CiA0ρ(t).

Using Proposition 11.5, Theorem 11.25, and Lemma 11.27 we obtain

‖QCiQw̄1(t)‖X ≤ M ′
2‖(1 + v−1)A0ρ(t)‖X ≤M ′

2

1∑
|β|=0

‖v(1 + v−1)GT (t)∂β
r

◦
v‖X

≤
1∑

|β|=0

‖GT (t)∂β
r

◦
v ‖X1

≤M ′′
2 ‖

◦
v ‖X11

,

uniformly on [0, t0]. The next term to consider is QCiQw̄2. As above

‖QCiQw̄2(t)‖X ≤ M ′
3‖(1 + v−1)A2

0ρ(t)‖X ≤M ′
3

2∑
|β|=0

‖(v2 + v)GT (t)∂β
r

◦
v ‖X

≤ M ′′
3 ‖

◦
v ‖X22

.

To estimate the next term we first observe that ρ is differentiable in the norm
of X11. Thus we have

∂tw̄1(t) = −(4πσ)−1QA0P∂tρ(t) = −(4πσ)−1QA0T ρ(t),

and therefore

‖∂tw̄1(t)‖X ≤M4

1∑
|β|=0

‖GT (t)T ∂β
r

◦
v ‖X1 ≤M4‖

◦
v ‖X11,T

.

Similarly, because w̄2(t) = (QCeQ)−1QA0Q(QCeQ)−1QA0Pρ and ρ is differ-
entiable in the norm of X22, we have

∂tw̄2(t) = (4πσ)−2QA2
0∂tρ(t) = (4πσ)−2QA2

0T ρ(t),

and, as above,
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‖∂tw̄2(t)‖X ≤M5

2∑
|β|=0

‖GT (t)T ∂β
r

◦
v ‖X2

≤M5‖
◦
v ‖X22,T

.

The estimate of the first term in (11.126) follows easily as the assumptions of
the lemma ensure that the function t→ A2

0ρ is continuous. Combining all the
estimates we complete the proof of the lemma. ⊓⊔

The regularity of the initial layer is dealt with in the next lemma.

Lemma 11.29. Let
◦
w= Q

◦
f∈ X11,Ci . Then there exists a positive constant L

such that for any t ≥ 0,

‖A0Qw̃0(t/ǫ
2)‖X + ǫ‖QCiQw̃0(t/ǫ

2)‖X ≤ Le−4πσmint/ǫ2 . (11.127)

Proof. Let us first consider the term QCiQw̃0(t/ǫ
2). Because Ci

− is bounded,
we see that we have to check only the behaviour of Ci

+w̃0(t/ǫ
2). Moreover,

due to the explicit representation w̃0(t/ǫ
2) = e−4πσt/ǫ2 ◦

w, the multiplication
by νi

+ commutes with the semigroup; hence the only troublesome part might
be Bi

+w̃0(t/ǫ
2). We have, however,

‖Bi
+w̃0(t/ǫ

2)‖X = 4π

⎛
⎝
∫

S2

∞∫

0

g(
√
v2 + 1)

√
v2 + 1

v
e−4πσ(v)t/ǫ2‖ ◦

w (·, vω)‖Xr
dv

⎞
⎠

≤ L′e−4πσmint/ǫ2‖νi
+

◦
w ‖X

for some constant L′. The estimate in X is obtained by integrating the above
inequality with respect to r.

The estimate of A0Qw̃0(t/ǫ
2) is straightforward as A0 commutes with the

semigroup generated by QCeQ and therefore the regularity of the initial data
carries forward to the solution. The lemma is proved. ⊓⊔

Now we can prove the main theorem.

Theorem 11.30. Assume that P
◦
f∈ X33,T and Q

◦
f∈ X11,Ci . Let fǫ be the

solution of (11.69) with the initial datum
◦
f , and ρ be the solution to (11.64)

with the initial value P
◦
f . Then, for each interval [0, t0], 0 < t0 < +∞, there

exists a constant K depending only on the initial data, the coefficients of the
equation, and t0, such that

‖fǫ(t)− ρ(t)− e−4πσt/ǫ2Q
◦
f ‖X ≤ Kǫ (11.128)

uniformly on [0, t0].

Proof. For the proof we note that the assumptions on the initial data adopted
here are not weaker than that of any lemma (in particular, D(T ) ⊂ D(A0) ∩
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D(D)) so that all steps of this subsection are justified. In particular, fapp =
(ρ, w̃0 + ǫw̄1 + ǫ2w̄2) ∈ D(A0) ∩D(Ci) and thus the error equation (11.76) is
correct. Hence, using Lemmas 11.28 and 11.29 we have, by (11.77),

‖eǫ(t)‖X ≤ ǫ‖(QCeQ)−1QA0P
◦
v −ǫ(QCeQ)−1QA0Q(QCeQ)−1QA0P

◦
v ‖X

+ ǫ

t∫

0

∥∥A0Qw̄2(s) + QCiQw̄1(s) + ǫQCiQw̄2(s)−∂sw̄1(s)−ǫ∂sw̄2(s)
∥∥
X ds

+
1

ǫ

t∫

0

‖A0Qw̃0(s/ǫ
2) + ǫQCiQw̃0(s/ǫ

2)‖Xds

= ǫMt0 + ǫL

t/ǫ2∫

0

e−4πσminrdr ≤ Kǫ .

The only difference now is that in (11.75) and (11.77) we had eǫ = fǫ − ρ −
w̃0− ǫw̄1− ǫ2w̄2, whereas in (11.128) the last two terms are missing. However,
clearly the estimates of Lemma 11.28 can be carried also for w̄1 and w̄2 alone,
showing that they both are bounded on [0, t0]. Because they are multiplied
by ǫ and ǫ2, respectively, they can be moved to the right-hand side of the
inequality (11.128) without changing it. ⊓⊔

11.6.8 Other Limit Equations

In this subsection we briefly describe rigorous results relevant to other hy-
drodynamic limits formally derived in Section 11.6. As the proofs are easier
variants of those for the diffusion-kinetic equation analysed above, we only
focus on their salient points.

Purely Diffusive Hydrodynamic Limit

According to Theorem 11.19 the hydrodynamic limit of the scaled equation

∂tfǫ =
1

ǫ
A0fǫ +

1

ǫ2
Cefǫ + ǫCifǫ (11.129)

is given by
∂tρ = v2d∆ρ. (11.130)

Equation (11.130) is a special case (with η = 0) of the equations treated
in Theorems 11.19 and 11.25; hence we have all necessary properties of the
solution of the limit equation. In particular, it is clear that the solution exists
in all moment spaces Xk.

Using the isotropy of scattering, we arrive at the following counterpart to
(11.70),
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∂tvǫ =
1

ǫ
PA0Qwǫ + ǫPCiPvǫ,

∂twǫ =
1

ǫ
QA0Pvǫ +

1

ǫ
QA0Qwǫ + ǫQCiQwǫ +

1

ǫ2
QCeQwǫ. (11.131)

Apart from the hydrodynamic equation (11.65), all other terms of the asymp-
totic expansion coincide with those given by (11.74). Defining the approxima-
tion and the error as in (11.75), we obtain the error equation in the form

∂teǫ −
1

ǫ
A0eǫ −

1

ǫ2
Ceeǫ − ǫCieǫ = ǫA0Qw̄2 + ǫPCiPρ +

1

ǫ
A0Qw̃0

+ ǫ3QCiQw̄2 + ǫ2QCiQw̄1 + ǫQCiQw̃0 − ǫ∂tw̄1 − ǫ2∂tw̄2,

with the initial condition

eǫ(0) = ǫ(QCeQ)−1QA0P
◦
v −ǫ2(QCeQ)−1QA0Q(QCeQ)−1QA0P

◦
v .

Clearly the estimates are analogous, the only difference being that this time ρ
is a solution of the diffusion equation in r multiplied by v2, as seen from Eq.
(11.130), and the solution to this equation must have the regularity required
in Lemma 11.28. Because the operators of differentiation and multiplication
by vk commute with D, and D generates a C0-semigroup, the assumptions
are much milder here and the proof of the counterpart of this lemma is much
easier; hence we only sketch it. Recalling that

Xlk = W l
1(R

3
r, Xv,k),

we have the lemma.

Lemma 11.31. Let
◦
v= P

◦
f∈ X44. Then for each interval [0, t0], 0 < t0 < +∞,

there exists a constant M such that

‖(QCeQ)−1QA0P
◦
v −ǫ(QCeQ)−1QA0Q(QCeQ)−1QA0P

◦
v ‖X (11.132)

+ max
t∈[0,t0]

∥∥A0Qw̄2(t)+ ǫQCiQw̄1(t)+ ǫ2QCiQw̄2(t)−∂tw̄(t)−ǫ∂tw̄2(t)
∥∥
X ≤M.

Proof. Following the approach of Lemma 11.28 we see that the estimate

(11.132) is satisfied if: v3∂β
r

◦
v ∈ X for |β| = 3, (v + 1)∂β

r

◦
v ∈ X for |β| = 1,

(v2+v)∂β
r

◦
v ∈ X for |β| = 2, and vk∂β

r

◦
v ∈ D(D) for |β| = k, k = 1, 2. Recalling

the definition of D(D) we see that if
◦
v ∈ X44, then all the above requirements

are satisfied. ⊓⊔

The initial layer terms are the same as before and so for the estimates, we
can use Lemma 11.29.

To make the statement of the final theorem more clear, we recall that the
space X11,Ci used in Lemma 11.29 is given by
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X11,Ci = W 1
1 (R3

r, Xv,v+v−1).

To ensure that fǫ is the classical solution, in addition to the assumptions of

Lemma 11.31 we require that P
◦
f∈ D(Ci) . With these we have the following

counterpart of Theorem 11.30.

Theorem 11.32. Assume that P
◦
f∈ X44,Ci and Q

◦
f∈ X11,Ci . Let fǫ be the

solution of (11.129) with the initial datum
◦
f , and ρ be the solution to (11.130)

with the initial value P
◦
f . Then for each interval [0, t0], 0 < t0 < +∞, there

exists a constant K depending only on the initial data and the coefficients of
the equation and t0, such that

‖fǫ(t)− ρ(t)− e−4πσt/ǫ2Q
◦
f ‖X ≤ Kǫ (11.133)

uniformly on [0, t0].

Purely Kinetic Hydrodynamic Limit

We present the counterpart of Theorems 11.30 and 11.32 for the scaling

∂tfǫ = A0fǫ +
1

ǫ
Cefǫ + Cifǫ (11.134)

which results in the ‘hydrodynamic’ limit (11.66)

∂tρ = PCiPρ, (11.135)

where, as before,

PCiPρ = −
(
H(ξ − 1)m(ξ) + b

√
ξ + 1

ξ
m(ξ + 1)

)
ρ

+

√
ξ + 1

ξ
m(ξ + 1)ρ(ξ + 1) + bH(ξ − 1)m(ξ)ρ(ξ − 1),

with m(ξ) = 4πg(ξ).
This problem was investigated in [27] so we only mention here that the

solvability of (11.135) in the moment spaces Xk can be proved in the same
way as in Theorem 11.25. The estimates, however, are easier, as the diffusion
operator is not present. It also follows that in this case there is no need to go
to w̄2 as the terms

ρ, w̄1 = −(QCeQ)−1QA0Pρ, w̃0 = eτQCeQ ◦
w,

where τ = t/ǫ, and ρ is the solution to (11.135) with the initial condition

ρ(0) =
◦
v, suffice to obtain the desired estimates. This follows as the error of

the approximation eǫ := fǫ − (ρ, w̃0 − ǫw̄1) formally satisfies
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∂teǫ−A0eǫ−
1

ǫ
Ceeǫ−Cieǫ = ǫA0Qw̄1+A0Qw̃0+ǫQCiQw̄1+QCiQw̃0−ǫ∂tw̄1,

(11.136)
and the initial condition

eǫ(0) = −ǫw̄1(0) = ǫ(QCeQ)−1QA0P
◦
v .

The conditions under which the error is of the order of ǫ are given in the
following theorem, which was originally proved in [27].

Theorem 11.33. Assume that P
◦
f ∈ X22,Ci and Q

◦
f∈ X11,Ci . Let fǫ be the

solution of (11.134) with the initial datum
◦
f , and ρ be the solution to (11.66)

with the initial value P
◦
f . Then for each interval [0, t0], 0 < t0 < +∞, there

exists a constant K depending only on the initial data, the coefficients of the
equation, and t0, such that

‖fǫ(t)− ρ(t)− e−4πσt/ǫQ
◦
f ‖X ≤ Kǫ (11.137)

uniformly on [0, t0].

Continuity Equation as the Hydrodynamic Limit

The last case of the limit evolution in the hydrodynamic space N(Ce) is given
by the scaling

∂tfǫ = A0fǫ + ǫCifǫ +
1

ǫ
Cefǫ, (11.138)

which formally produces the trivial hydrodynamic limit

∂tρ = 0.

For the sake of completeness we note that the standard asymptotic procedure
(with the initial layer time τ = t/ǫ) gives the same terms of the expansion
as in the case of the purely kinetic hydrodynamic limit. The error equation
takes the form

∂teǫ −A0eǫ − ǫCieǫ −
1

ǫ
Ceeǫ = ǫA0Qw̄1 + A0Qw̃0 + ǫPCiPρ + ǫ2QCiQw̄1

+ ǫQCiQw̃0 − ǫ∂tw̄1 (11.139)

with the initial condition

eǫ(0) = ǫ(QCeQ)−1QA0P
◦
v,

and we see that the only difference from (11.136) (apart from possibly higher
powers of ǫ in some places) is the presence of the term ǫPCiPρ on the right-
hand side of (11.139). However, the solution to the limit equation is constant
in time,
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ρ(t) = ρ(0) =
◦
v, (11.140)

so that all regularity requirements for ρ will be satisfied provided they are

imposed on the initial value
◦
v.

Thus we can state the theorem

Theorem 11.34. Assume that P
◦
f∈ X22,Ci and Q

◦
f∈ X11,Ci . Let fǫ be the

solution of (11.138) with the initial datum
◦
f . Then for each interval [0, t0],

0 < t0 < +∞, there exists a constant K depending only on the initial data,
the coefficients of the equation, and t0 such that

‖fǫ(t)− P
◦
f −e−4πσt/ǫQ

◦
f ‖X ≤ Kǫ (11.141)

uniformly on [0, t0].
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A |D – restriction of operator, 13

Br – ball with radius r and centre at
the origin, 9
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C0-semigroup, 69

ImA, 13
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L0(Ω) - space of measurable functions,
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L1,s(R
n) – Bessel potential space, 91

R(λ, A) – resolvent of A, 34

W m
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z̄-complex adjoint, 60
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ω1(G)-growth bound, 82
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x
–the derivative ∂β1
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(GA(t))t≥0-semigroup generated by A,
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σ - elastic collision frequency, 377
σ-Dedekind complete Riesz space, 47
σ-finite measure, 10
σ-order complete Riesz space, 47
σ(A) – spectrum of A, 34
σc(A) – continuous spectrum of A, 34
σp(A) – point spectrum of A, 34
σr(A) – residual spectrum of A, 34
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abs(f)-abscissa of convergence, 29
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t+(x)-maximal right time, 300
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associated Sobolev space, 80
assumption (A6), 326
assumption (A7), 327
assumptions (A1) − (A3), 289
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asymptotic analysis, 371

Banach lattice, 50
Banach–Steinhaus theorem, 18
Bessel potential space, 91
Bochner integral, 25
Bochner measurable function, 25
Borel measure, 10
Borel set, 10
boundary operator, 355
bulk approximation, 373
bulk part, 396

Cauchy problem, 69
Chapman–Enskog procedure, 372
characteristics, 293
classical solution, 69
cluster, 197
collision frequency, 288
collision frequency in semiconductors,

292
collision kernel, 327
collision operator, 289
collision operator in semiconductors,

292
complex Banach lattice, 62
complexification, 60
compressed Chapman–Enskog proce-

dure, 394
conservative boundary operator, 355
continuous spectrum, 34
convolution, 31

Datko theorem, 99
daughter particles, 199
decreasing net, 55
Dedekind complete Riesz space, 47
defect function, 164
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Desch perturbation theorem, 144
directed set, 55
directed upward set, 47

dishonest process, 158
dissipative boundary operator, 355
distributional derivative, 15
down-scattering, 380
dual space, 16
duality set, 83
Duhamel equation, 121
Dyson–Phillips series, 121

elastic collision frequency, 376
elastic collision operator, 375
elastic collisions, 374
essential range, 38
essential supremum, 11
explosive process, 158
exponential growth bound, 29

field particles, 287, 288, 374
fragmentation, 197
fragmentation rate, 199
free streaming operator, 289

gain term, 199, 286
generalised derivative, 15
generating cone, 44
generator of semigroup, 4
graph norm, 14
growth bound, 82

Hahn–Banach theorem, 16
hard collisions, 286
hard potentials with angular cut-off,

378
hard spheres, 286
Hille–Yoshida theorem, 72
honest along trajectory, 168
honest substochastic semigroup, 161
honest trajectory, 168, 261
hydrodynamic part, 396
hydrodynamic space, 373, 382

image, 13
incoming boundary, 301
inelastic collision frequency, 376
inelastic collision operator, 375
infimum, 42
initial layer, 373, 396
invertible operator, 21

Kantorovič–Banach space, 58
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kinetic energy, 393
kinetic equation, 285
kinetic part, 396
kinetic space, 373

Laplace integral, 29
Laplace transform, 29
lattice embedding, 58
lattice homomorphism, 53
lattice isometry, 53
lattice norm, 50
lattice operations, 45
Lebesgue measure, 10
linear Boltzmann equation, 375
locally integrable, 12
Lorentz gas, 374
loss term, 199, 286
lower bound, 42
Lumer–Phillips theorem, 84

maximal element, 42
maximal interval of existence, 300
Maxwell molecules, 286, 378
measurable, 10
measure space, 10
microreversibility principle, 374, 376
mild solution, 71, 94
mild solution of nonhomogeneous

problem, 94
minimal element, 42
Miyadera perturbation, 127
Model A, 380
Model B, 380
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moment inequality, 91
multiplication operator, 38
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norm convergence, 18
nul-solution, 108

open mapping, 21
operators adjoint to each other, 22
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order continuous norm, 57
order convergence, 55
order interval, 42

order unit, 50
ordered vector space, 43
outgoing boundary, 301

part of the operator, 13
partial order, 42
particle, 197
particle-mass distribution function, 197
point spectrum, 34
positive cone, 42, 43
positive element, 42
positive operator, 52
positive semigroup, 97
power law, 200
principal ideal, 49
pseudoresolvent, 102

Radon–Nikodým property, 30
rate equation, 197
realisation, 2
reflexive, 17
regularisation, 12
rescaled semigroup, 74
residual spectrum, 34
resolvent, 34
resolvent identity, 35
resolvent positive operator, 97
restriction of operator, 13
Reuter–Lederman method, 183
Riesz space, 43
Riesz subspace, 49
rigid spheres, 286, 378

second dual, 16
semigroup, 3
semigroup of contractions, 73
shattering fragmentation, 200, 231
singularly perturbed problems, 373
Sobolev space, 86
Sobolev space of fractional order, 86
Sobolev tower, 80
space of type L, 39
spectral bound, 36
spectrum, 34
stochastic semigroup, 157, 159
streaming operator, 289
strict solution, 69
strictly substochastic, 161
strictly substochastic semigroup, 158
strong convergence, 18
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strongly continuous semigroup, 69
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substochastic semigroup, 159
substochastic semigroups, 157
support of function, 10
supremum, 42
surjective operator, 21

test particles, 287, 288, 374
the spectral radius, 35
trace, 86
trace (transport theory), 310
translation semigroup, 75
transport operator, 289
Trotter–Kato theorem, 104

type of semigroup, 70

uniform growth bound, 70
uniform operator convergence, 19
up-scattering, 380
upper bound, 42

vector lattice, 43
vector sublattice, 49

weak convergence, 18
weak unit, 50
weakly Cauchy sequence, 18
weakly convergent sequence, 18
weakly sequentially complete Banach

space, 18


